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Outline
Aim to summarise work, results and considerations of the BNL procurement 
requirements committee.


Final report delivered to procurement committee yesterday



Workload requirements (as per project execution plan): 


• Gauge configuration generation


• Benchmark proxy: Multinode Dirac operator


• Quark propagator inversion


• Benchmark proxy: single node Dirac operator


• Benchmark proxy: coarse grid preconditioning via batched C/ZGEMM


• Observable contraction


• Benchmark proxy: Memory bandwidth

Translating workload into technical requirements



Benchmarking
• Aim to fairly compare real world obtainable performance across platforms.


• Used Grid because 


• Supports HIP, SYCL, CUDA and CPU vectorization


• Used in multiple procurements, including FNAL last year. 


• Wilson, Domain wall, Staggered operators


• Introduced Benchmark_usqcd & benchmarked: 


• GPUs: Nvidia (A100/Perlmutter, H100/SDCC) ; AMD (MI250X, Frontier); Intel (PVC, Aurora) 


• CPUs: Intel SPR/HBM ; Intel SPR/DDR ; AMD Genoa


• Produces a CSV spreadsheet of results for each run.


• Also developed a new machine burn-in test with bit-level reproduce testing.



Artificial intelligence market has boomed but has high margins, increasing prices

MI300X - AMD next gen GPU 256MB cache, up from 8MB!


MI300A - AMD hybrid CPU-GPU with 128GB of HBM & no DDR


H100 - Nvidia next gen GPU (yeah, B100 announced)


Intel SPR - Xeon CPU with HBM (option)


AMD Genoa - x86 CPU with excellent performance



Nvidia Hopper 8x H100 @ SDCC





Metric-1 : DWF performance per node


• Wilson and Staggered less representative


• Less optimized


• MultiRHS versions better for valence analysis


• Results correlate across architectures fairly well: DWF favors GPUs a bit more

AMD MI250X has a tiny 8MB L2 cache


This shows up as hobbling gauge link reuse in DWF



•mrhs-HDCG solves twelve RHS in 725s on 18 nodes of Frontier


• CGNE 770s for 1 RHS


•13x speed up wall clock and 17x reduction in fine matrix multiplies (26000 vs. 1500)


•batched BLAS ZGEMM on GPU on red named routines: 30x speedup!

Why batched GEMM ?  Multiple RHS multigrid

Total 725s

FineSmoother 430s

CoarseSolver 159s

FineResidual 100s

FineLinalg 25s

FineToCoarse 6s

CoarseToFine 5s

Deflate 0.3s

Uses GPU tensor cores to make coarse grid efficient

1x10-9

1x10-8

1x10-7

1x10-6

1x10-5

0.0001

0.001

0.01

0.1

1

0 5000 10000 15000 20000 25000 30000

re
si
du
al

fine matrix multiplies

mrhs-HDCG
CGNE



Batched ZGEMM for multiRHS-multigrid



General computing (i.e. contraction) best measured by memory bandwidth


PVC is flattered here by large cache (vectors did not spill to HBM)



Benchmarking summary: 

• (to a good approximation) multi-GPU nodes are 10x faster than CPU nodes.


• Price ratio is around 6x to 8x or more in current market


• Significant lead time on some GPU parts


• Competition between an FNAL style 18 x 4 GPU system vs JLAB still 100x CPU nodes


• 100 TF/s CPU and 100TB RAM … OR 180TF/s GPU and 18 - 36TB RAM


• Can use SSD as a memory expander, but programmer overhead


• Which is better? Depends on what problem you are solving ! If it doesn’t fit the performance is zero!





User survey

• Thanks to all responses


• High level of GPU readiness. 


• 14/15 Nvidia ; 8/15 AMD ; 5/15 Intel GPU


• Memory footprint is an issue. 18TB is less than many require. 


• Ideally schedule multiple jobs at once rather than timeshare whole cluster


• Local scratch SSD may help mitigate but requires software work

Is your software able to make use of GPU’s ?

Does your software plan 
enable GPUs in the near 
future?

Which GPUs can your 
software use?

Assuming greater execution 
throughput is available from GPU’s at 
fixed price, how much faster need 

Yes Yes Nvidia, AMD, Intel >4x

Yes Yes Nvidia, AMD, Intel >2x

Yes Yes Nvidia, AMD Always preferable

Yes Yes Nvidia, AMD Always preferable

No Maybe None

Yes Nvidia >4x

Yes Yes Nvidia, AMD Always preferable

Yes Yes Nvidia, AMD, Intel >2x

Yes Yes Nvidia Always preferable

Yes Yes Nvidia, AMD, Intel >2x

Yes Yes >2x

Yes Yes Nvidia >2x

Yes Yes Nvidia Always preferable

Yes Yes Nvidia Always preferable

Yes Yes Nvidia, AMD, Intel Always preferable



Recommendations

Recommended the following technologies be quoted and competitively assessed:


• AMD MI300X - requires benchmark access. 


• Substantially better memory system than MI250


• Nvidia H100 


• AMD Genoa


• Intel SPR + HBM


• Lower priority: Intel SPR + DDR, Nvidia Grace ARM



• Software readiness on PVC makes it a risk. 


• Aurora not in production for QCD yet, unlike Frontier


• AMD and Nvidia GPU’s run QCD on Frontier daily with Grid, QUDA and Chroma ported


• AMD MI300X and Nvidia H100 should be solid platforms


• MI300A integrating CPU and GPU with HBM is a beautiful idea, but we can’t afford enough of them to have adequate memory


• A100 and MI250X are close to end of life cycle products. 5 year spares lifecycle may be required.


• Lead times and current AI/ML market conditions make procurement challenging. Vendor competition needed.


• CPU’s are substantially slower, but also substantially cheaper.


• Propose score be geometric mean of cluster TF/s and cluster TB memory


• Rule of thumb: double the memory can be traded for half the throughput due to flexibility around our expected budget

Considerations





Feedback welcome !


