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LQCD “supports the mission of the DOE’s SC HEP Program to explore and 
discover the laws of nature as they apply to the basic constituents of matter and 
the forces between them” (from Justification of Mission Need, Program Execution 
Plan)

To accomplish this support, the LQCD Program provides: 

 1. World-class computing hardware facilities and associated infrastructure to 
    deliver reliable resources for the scientific mission

 2. Computing professionals to plan, design, deploy, operate, and maintain these 
     resources

The computing resources are located at and managed by:

 Brookhaven National Laboratory (HEP)
 Fermi National Accelerator Laboratory (HEP)
 Thomas Jefferson National Accelerator Facility (NP)
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LQCD Management Organization (Integrated Program Team)*

*from ext-IV Program Execution Plan (PEP)
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LQCD Management Organization: Federal Program Director

Responsibilities include:
 Program management direction
 Primary contact to DOE SC for LQCD matters
 Oversight of progress and review activities
 Budget and fund distribution management
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LQCD Management Organization: Contractor Program Manager

Responsibilities include:
 Oversight of planning and steady-state activities
 Documentation development and upkeep
 Establishment of MOUs with DOE laboratories
 Regularly scheduled monitoring and reporting of progress and issues 
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LQCD Management Organization: USQCD Executive Committee

           Scientific Program Committee

Responsibilities include:
 Establishment of scientific goals of the program
 Lead the definition of required computational and infrastructure
 Oversight of the implementation of resources into facilities
 Allocation of computational resources

USQCD All Hands Meeting, April 18, 2024



8

LQCD Management Organization: Site Architects and Site Managers

Responsibilities include:
 Day to day monitoring of computing resources
 Establishment of performance goals
 Technical oversight of computing resources
 Assist in budgeting and allocation
 Provide user support to LQCD community
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LQCD Management Communications*

*from ext-IV Program Execution Plan (PEP)

Additional Communication Activities include:

 Early acquisition planning
 Late acquisition planning
 Early allocations process
 Late allocations process
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Controlled Documents:

 Program Execution Plan

 Risk Management Plan & Risk Register

 Quality Assurance Plan

 Acquisition Strategy

 Certification and Accreditation Document

 Cyber Security Plan

Memoranda of Understanding (MOUs)

DOE Annual Review Reports
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Performance Tracking and Reporting

Monthly meetings are held with the management team (incl. Federal Program Director)

 CPM leads a review of the monthly performance and operational status
  of the sites (BNL* and FNAL) including:

    Tracking of delivered computational resources and financial progress

    Updates on hardware selection and procurement activities

Quarterly meetings include the same performance and status information from NP
 site (JLAB)

Biweekly site management meetings are held (HEP and NP represented)
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*As of October, 2023, BNL allocatable clusters were retired (development nodes only are currently 
 available) according to plan. FY24 will see the acquisition of new computing hardware for BNL
 (more on this later).
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Conventional (CPU) 
Systems
• FNAL-LQ1

Recent Conventional Systems Performance: LQ1
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Cluster Performance Metrics

Monthly and cumulative metrics are established to evaluate performance relative to

 Pledged resource delivery:

  This is a measure of how a computing site is committed by institution 
   MOU to deliver computing resources

 Provided resource delivery

  This is a measure of what the computing site actually makes available
   for compute cycles

 Used resources

  This is a measure of how the provided resources are utilized by the
   user community

NOTE: The best possible world is one in which the sites deliver more than their allocated
 (pledged) resources and users take full advantage of that excess delivery
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Monthly Performance and Utilization Reporting
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USQCD LQ1 (FNAL) Average Node Usage for 31 days =  177 nodes

Monthly allocation =  175 nodes
Monthly Utilization (% of allocation) = 101 %
Monthly Utilization (% of pledged) = 113 %
Monthly Utilization (% of provided) = 97 %

Top LQCD Projects on LQ1 (March 2024)
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Notes: 
• Cost performance for Oct 2023 – Feb 2024

Financial Performance through April 1, 2024
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Program Extension (ext-IV) Budget Allocation Proposal 
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LQCD Cluster Portfolio Allocation Model 

Hardware selection is based on an annual assessment of

 Program needs (current and projected)

 User input (technical and other criteria are considered)

 Technology roadmaps (including price points)

 Technology benchmarking

The 5-year hardware portfolio plan is updated in response to the findings of these assessments

Updates to the portfolio plan include:

 Recommendations for optimal mix of computing resources to be procured

 Establishment of procurement plans and timelines for procurement, installation, and
  commissioning

Presentations on the progress of the FY24 BNL acquisition as well as plans for future deployments
 at both BNL and FNAL are part of this meeting’s agenda.
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Level 1 Milestones:

Computer Architecture planning for FY(n) hardware expansion complete and reviewed: Q2 FY(n)

Procurement of FY(n) Combined Resources: Q4 FY(n)

Target level of aggregate Combined Resource computing deployed and delivered: Q2 FY(n+1)
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Extra Slides
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LQ1:

Monthly Maximum possible skycore hours

 = #allocated nodes
  x 40 skycores/node
   x # cal-hours/month (24 x 365/12 = 730)
    x skycore hour factor (1.05)

Monthly pledged skycore hours

  = #allocated nodes 
 x 40 skycores/node
  x #cal-hours/month 
   x skycore hour factor 
    x availability promise (95%) 
     x LQ1 Type A pledge factor (.9) 

Monthly provided skycore hours

 = Monthly maximum skycore hours x actual availability
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LQ2: 

Monthly maximum possible A100 core hours

 = #allocated nodes 
 x 4 A100 cores/node 
  x #cal-hours/month 

Monthly pledged A100 core hours

 = #allocated nodes 
 x 4 A100 cores/node 
  x #cal-hours/month 
   x availability promise (95%) 
    x LQ2 Type A pledge factor (.85)

Monthly provided A100 core hours

 = Monthly maximum A100 core hours x actual availability
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