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Outline: New Additions to Users Guide

• FAQ: "How can I see the resources each node has to offer in Slurm?"
o https://submit.mit.edu/submit-users-guide/running.html#how-to-see-the-available-resources

• FAQ: "How much memory should I request in Slurm?"
o https://submit.mit.edu/submit-users-guide/running.html#requesting-memory
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"How can I see the resources each node has to offer in Slurm?"

https://submit.mit.edu/submit-users-
guide/running.html#how-to-see-the-available-

resources

sinfo -Ne -O "PARTITION:.20,NodeHost:.10,StateLong:.11,NodeAIOT:.15,CPUsState:.15,Memory:.9,AllocMem:.9"
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 "How much memory should I request in Slurm?"
https://submit.mit.edu/submit-users-guide/running.html#requesting-memory

CPUs & Memory are "consumable resources" in Slurm
• These are reserved for your job (entire node is not)

• If you request more than you need, you can unnecessarily block other jobs from running

o You can block your own jobs as well as other users'
o It is OK & recommended to request a bit more memory than you need, though … just not a lot

• Jobs using more memory than requested will be killed
o but the offending job can still disrupt other jobs if not killed soon enough
o so you still need to be careful to request enough memory

• Best practices: It is recommended to request a bit more memory than you actually need, so as to 
allow a “safety cushion” for variations … so that a job is not killed unnecessarily

• Request memory using --mem OR --mem-per-cpu
o e.g. adding "#SBATCH --mem=2G" to a job file requests 2GB/node
o Note: --mem is memory per node!

https://submit.mit.edu/submit-users-guide/running.html


 "How much memory should I request in Slurm?"
https://submit.mit.edu/submit-users-guide/running.html#requesting-memory

If you are unsure of your memory requirements ...

1. start an interactive slurm job with a significant 
memory request

2. prepend /usr/bin/time -v to the command you 
wish to run in your job:

(Alternatively, instead of doing an interactive job, put 
the above line inside a batch job script and submit it 
using sbatch, then look at the error output file.)

3. Look at "Maximum resident set size" in the output.
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