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Introduction

Phys.Rev.Lett. 129 (2022) 27, 271801

Overview of m,, measurements
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@ The discovery of the Higgs and the precise measurement of its mass

provides the complete set of inputs needed to overconstrain the Standard
Model

@ Recent CDF measurement in significant tension with SM prediction and
other measurements
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myy Measurements at hadron colliders

Hadronic channel not feasible due to huge
QCD backgrounds/jet energy scale
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Theoretical Considerations

@ W (and Z) production at hadron colliders described by PDFs +
perturbative QCD and Electroweak calculations
o Small additional non-perturbative effects from “intrinsic k1"
@ Relatively large theoretical uncertainties due to large logarithms at low W
or Z pr

@ Usual strategy is to use precise Z— £¢ pt spectrum from data to tune the
theoretical prediction
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Phys.Lett.B 845 (2023) 138125 Phys. Rev. D 107, L011506, 2023
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Theoretical Considerations

arXiv:2408.07622, arXiv:2309.12986

CMS 138 fb™' (2016-2018, 13 TeV)
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The CMS Detector

SILICON TRACKER

CMS Detector "
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TraCker CALORIMETER (ECAL)
~76k scintillating POWO, crystals

HCAL
Solenoid

PRESHOWER
Silicon strips

Muons ‘ / ~16m? ~137K channels

STEEL RETURN YOKE
~13000 tonnes

SUPERCONDUCTING
SOLENOID
Niobium-titanium coil

carrying ~18000 A FORWARD

CALORIMETER
Steel + quartz fibres
_ HADRON CALORIMETER (HCAL) RACEeE
Total weight : 14000 tonnes Brass + plastic scintillator MUON CHAMBERS
Overall diameter :15.0 m ~7k channels Barrel: 250 Drift Tube & 480 Resistive Plate Chambers

Overall length :28.7m Endcaps: 473 Cathode Strip & 432 Resistive Plate Chambers
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The CMS Detector
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Charged Hadron (e.g. Pion)
Photon
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CMS Experiment at the LHC, CERN
Data recorded: 2016-Oct-16 01:43:09.638976 GMT
E Run / Event/ LS: 283307 / 557119493 / 306
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my Measurement at CMS

@ Use well-understood subset of 13 TeV data: 16.8 fb~! from later part of
2016 run (~ 30 mean interactions per crossing)

@ Focus on muon channel and kinematics

o Larger experimental systematics for electrons and hadronic recoil,
especially with higher pileup

@ General strategy: Exploit large dataset, accurate modeling of
uncertainties for maximal in-situ contraints on theoretical modeling
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my Measurement at CMS

@ my extracted from profile likelihood fit to muon (n, pr, charge)

@ Thousands of bins and systematic variations
e Optimized Tensorflow-based fitting framework

@ Building on experimental techniques, tools, and experience from W-like
mz measurement (2016) and W rapidity-helicity measurement (2020)
which established strong in-situ constraints on PDFs from charged lepton
kinematics

@ 4B fully simulated MC events, >100M selected W candidates

e Significant computing/technical challenges for a measurement of
this complexity
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my Measurement at CMS

@ Enabling feature of the measurement: Systematic variations in W pr,
rapidity, decay angles from QCD uncertainties, PDFs, have a different
effect on the muon kinematics as compared to a change in my

@ PDF and boson pr modeling uncertainties are strongly constrained in-situ

by the data
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Event selection
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@ Straightforward single muon selection:

track quality criteria, loose transverse
impact parameter cut, and isolation

@ Selected events are about 90%

W — pv

@ Nonprompt background from

data-driven estimate

@ Mostly from B and D decays
with smaller contribution from
7 or K decay-in-flight

@ Prompt backgrounds from simulation

with all relevant
corrections/uncertainties

o W — tv, Z — pp (mostly with
one muon out-of-acceptance),
Z — 1T, top, diboson
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like" selection of Z events

10t 16810 (13TeV)
©l CMS Prefiminary
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Events/GeV
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Z — pup events are also selected with very similar selection
One muon removed and treated as neutrino

To avoid statistical correlations, apply trigger and use kinematics of
positive (negative) muons for even (odd) numbered events

@ Z mass can be extracted from single muon (7, pr, charge) distribution as
for W case

@ Validates all aspects of the actual W measurement except for non-prompt
and Z — pp background

@ Theory uncertainties are similar (but not identical) to final my
measurement
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Statistical treatment and technical details

@ Likelihood fit implemented in Tensorflow for fast and accurate gradient
and hessian calculation for minimization and uncertainties

@ NanoAOD is a standard CMS dataformat with ~2kB /event representation
of high level objects and variables sufficient for a wide range of analyses

@ This measurement uses custom NanoAOD of around 4kB/event with
additional information sufficient even to reapply (in a linearized way) the
global alignment corrections to the muons
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Statistical treatment and technical details

@ Analysis workflow:

e MINIAOD — NANOAOD (including refitting of muon tracks) on
the grid in 1-2 days (once every few months)

o NANOAOD— histograms, 1.5 hours for full 4B MC samples with
data, 30 mins for reduced “test” sample with 1B MC events and all
data

@ Optimized RDataFrame based analysis with multi-dimensional
boost histograms and atomic storage to avoid memory
constraints

e Typical event rate approaching 1MHz, 10 at 1-10Gbytes/sec
level

@ Using high core count single machine and 100gbps
network+NVMe storage

e Histograms — Fit inputs: 1-2 minutes, with heavy use of numpy
semantics and functionality on multi-dimensional histograms

o Likelihood fit: 3 — 10 minutes

@ Ultra-fast turnaround has been essential to enabling an analysis at this
level of complexity

@ See also CERN EP/IT Data Science Seminar
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https://indico.cern.ch/event/1464211/
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.
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Shorten the gap between data and results: NanoAOD

Central supported compact CMS event data format [0,1] Data tier Size (kB)
* Flat ROOT TTree RAW 1000
* Independent of experiment specific software Gen <50
SIM 1000

* High level physics objects

* (pr, M, @, ID, ... of muons, electrons, jets, ...) piGl 3000
9 RECO(SIM) 3000
» ~2KkB per event ” g AOD(SIM) 200
Easy customization with additional information %ug MiniAOD(SIM) |50
* Alternate PDFs, Info for muon track fit, ... Z § NanoAOD(SIM) |2
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High performance computing machines

Custom analysis framework executed locally
* No resubmission of failed jobs/ merging of jobs etc.
* Direct feedback on progress

Run on single high performance machine CERN MIT/Pisa
* Reading/writing on fast NVMe SSDs CPU 2xEPYC |2xEPYC
. . . 7702 9654
Local or via network interface 100Gbit/s cores 128 102
* Reading from local CERN eos via xrootd threads |256 384
* Network interface 100Gbit/s memory |1TB 1.5/2TB

Possible upgrade for the future

* EPYC Turin machine with 384 cores/ 768 threads
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: ( " ~1-2h_~  Boost ’
Boost histograms RDataFrame " istograms
Previously: one root histogram copy for each thread
* But large memory consumption was a showstopper
* Long merging time when adding up at the end
. . . . Boost
Solution: use std:atomic<double> with c++ boost histograms |I istogram

* All threads write in same histogram

Boost_&«

* But can’t use python binding directly ... (cppyy vs. pybind 11) N
ﬂ.l istogram

Custom copy conversion into python boost histograms
* Arbitrary number of axes

* Configurable underflow/overflow bins

* Convenient (numpy like) indexing/ manipulation

Histograms stored with pickle
* Using proxies dictionary in .hdf5 to allow lazy loading (code)

* Including meta data (e.g. number of processed events, cross section/luminosity,
command, ...)
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' obataframe | ~12h. Boost 7
Tensor axes _ RDataFrame 77"\ ioiograms

All systematic uncertainties represented by event weight variations
Traditionally one histogram per variation
* e.g. NNPDF provides 101 alternate PDF weights = 101 histograms

Better: a single histogram with an additional axis
Even better: fill full array/tensor at once, only do bin lookup once

* Using Eigen tensors E
* Arbitrary number of dimensions

Atomic boost histograms and tensor axes implemented in narf submodule
* More details given at ROOT Users Workshop 2022: link
* Not currently integrated in root; similar functionality in RHistogram?

* Interest also from outside W mass analysis team

J. Bendavid (MIT) CMS my, Measurement 20



: ( ' ~1-2h_  Boost ,
Histogram benchmark [ RDataFrame " Histograms /

’

Using 400M events of CMS NanoAOD (W—pv) and filling 10 copies of pdf
variation histograms

256 threads (2 EPYC 7702)

Hist Type | Hist Config | Evt. Loop | Total | CPUEff | RSS
ROOT THnD 10 x 103 x 5D 59m39s | 74m05s 0.74 | 400GB
ROOT THnD 10 x 6D 7mb54s | 25m09s 0.27 | 405GB
Boost (“sta”) 10 x 6D 7m07s | 7ml7s 0.90 9GB
Boost (“sta”) | 10 x (5D + 1-tensor) 1mb4s | 2m04s 0.81 9GB
Boost (“sta”) | 1 x (5D + 2-tensor) 1m32s | 1m42s 0.77 9GB

* Root histograms slowed down by merging step

* Memory much lower with atomic accumulation

* Factor ~4 time reduction with tensor axes due to reduced lookup
* Some additional subtleties related to cash locality
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Histogram benchmark

Hist Type Hist Config | Evt. Loop Total | CPUEff RSS
ROOT THnD 10 x 103 x 5D 59m39s | 74m05s 0.74 | 400GB
ROOT THnD 10 x 6D back 7mb4s | 25m09s 0.27 | 405GB
ROOT THnD 10 x 6D front 13m52s | 30m27s 0.42 | 406GB
Boost (“sta”) 10 x 6D back 7m07s | 7mlT7s 0.90 9GB
Boost (“sta”) 10 x 6D front 3m22s | 3m33s 0.86 9GB
Boost (“sta”) | 10 x (5D + 1-tensor) 1m54s | 2m04s 0.81 9GB
Boost (“sta”) | 1 x (5D + 2-tensor) 1m32s | 1m42s 0.77 9GB

In the tensor/array weight-case the weights for the different systematic idxs are

contiguous in memory by construction
In the N+1-d histogram case it depends on the array ordering

TH1/2/3 and boost-histograms have fortran array ordering = systematic idx
axis is best at the front

THn has C array ordering = systematic idx axis is best at the back
The difference is about a factor of 2 for both root and boost hists (but still >

50% additional gain from tensor filling)

Largely accounted simply by skipping the extra FDIVs needed for redundant
value-to-index conversion for the 5 axes

J. Bendavid (MIT)
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Tensorflow fit N N  hdistensor = Tensorflow fit ‘
r ~5-10 min
-y @@
RooFit via minuit insufficient 2 :
Fitresults

* Limited numerical stability and efficiency
* E.g. can not be parallelized

Tensorflow library with automatic gradient computation via back propagation for
minimization:
* Quasi Newton trust region based minimizer to reliably find global minimum
* Native tensorflow implementation; algorithm based on arXiv:1506.07222
* Fast, numerically accurate, stable
* Parallelized vector processing units and/or multiple threads

* Sparse tensor implementation to minimize memory consumption (if response
matrix is close-to-diagonal, e.g. leptonic observables)

* Implemented in combineTF, see also PyHEP 2020: link
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W  hdfstensor

Tensorflow 2 fit N r

l Tensorflow fit ‘

~5-10 min

RN A
Re-written in Tensorflow 2: s ’
Fitresults

* More developer-friendly due to eager execution
* Almost feature complete combineTF2 implementation
* More efficient computatoin of hessian and hessian vector products

* Trust-krylov minimizer from SciPy, computing the gradient and hessian-vector
product in tensorflow 2

* l.e. not using quasi-newton methods as in the combineTF1 case

Benchmark using MIT machine . ‘fit ‘fit + covariance
« CPU: EPYC 9654 CombineTF1 CPU  |1m49s |3m48s

CombineTF2 CPU  |34s 47s
CombineTF2 GPU  |36s 39s

* GPU: Nvidia A30

GPU “only” used to calculate the gradient/hessian/hessian-vector-product
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Muon Efficiencies

@ Muon tracking, reconstruction, identification, trigger, isolation efficiencies
measured with tag-and-probe from Z — pu events

@ Scale factors measured differentially in muon (7, pr) (and for most steps
also split by charge)

@ Isolation (and trigger) efficiencies also take into account contribution of
hadronic recoil from W/Z boson to isolation sums

105 16.8 b1 (13 TeV) 08 16.8 b (13 TeV)
x\% 150k éMS ‘P;e!il (?orm‘alized) f ‘Da‘a ! 5 150F 6MS ‘Pgeiit.(norm‘a\ized) 4 ‘D—,“a !
g Preliminary 7" - = Zy o pp 2 Preliminary 7.~ ” =2y it
3 1.25 -79/95 (p-88%) WM Other B 5 1.25F ~ 79195 (p-88%) WM Otner E
1.00 4
0.75F |

g : Pred. unc. g ‘ Pred. unc.
a o
R O TR P S Y Y RSN ST SOt L = LT OC TS LR OR ST SO ALT MY SR TPY LAY
g 001yt byt et G p DA g 00y G ’,o i+ DA
0 »2{0 -1‘.0 0‘.0 1.‘0 2.‘0 0 -2‘.0 -1‘.0 0.‘0 1.‘0 2‘.0
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(a) p* (prefit normalized) (b) p~ (prefit normalized)
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Muon Efficiencies

CMS Preliminary 16.8 fb! (13 TeV)
R P IR A A R R B R
@ p and ur dependence within € 1l Reconstruction: 1.7 < n* < 1.8 ]
. @ 1
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smoothed with polynomials, with § 099" | Atemate —— Al model xe/ndi=69/6 |
correspc?ndmg statistical L:>; T 1
uncertainty g 0.98 | A
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- o t 1
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Hadronic Recoll

@ Transverse mass is not directly used as a fit variable in the present
analysis, but it's used as part of the event selection and non-prompt
background estimation

@ Hadronic recoil is reconstructed with “DeepMET" algorithm: DNN-based
recoil reconstruction operating with inputs at the individual particle flow
candidate level

@ Recoil response is calibrated using Z— pp events

%107 16.8 fb~! (13 TeV)
£ 10 T T T T
2 CMs t Data
" " . £ Preliminary - Wy
. CMs ‘ n Preliminary (13TeV) & 08 = Noprompt
2 — DeepMET u sk =2y o
Z [ — Particle-flow MET 1 - WS
0.025
g B Rare
w 04
0.020F 1
0.2
0.015F 1
0.0
; T T T
0.010¢ 1 Brosf Pred. unc. E
S
.................. +
0.005F 1 %‘-°°°E_, it ’é
S ogrsf E
0.000. L L L L L L L L L L L
- 20 40 60 80 100 120 4 50 60 70 8 9 100 {10 120
mt (GeV) mé P (Gev)
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Muon Momentum Calibration

@ General strategy: Calibrate with quarkonia, validate with Z

@ Muon chambers are not used for final momentum measurement,
“only” for trigger and identification

@ Precise calibration requires accurate simulation track reconstruction,
precise modeling of magnetic field, material, and alignment in the inner

detector

@ Challenge: Significant amount of material in the tracking volume

Tracker Material Budget

JINST 3 (2008) S08004

Events / GeV

10"

13.1 b (13 TeV, 2016)

LALLM L L LR

Trigger paths

CcMms

Preliminary

¢

y ' tow mass double muon + track
double muon inclusive

z

M| n ol " M|

J. Bendavid (MIT)

10 . 102
wHw invariant mass [GeV]
CMS-DP-2016-059
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Muon Momentum Calibration

@ Calibration from quarkonia and extrapolation to W /Z momentum range
requires precise control over momentum dependence of the calibration

@ Canonical expression for curvature bias (with k = 1/p7):

ok

@ The three terms correspond to biases in the magnetic field, material
(energy loss) and alignment

@ In a silicon tracker, multiple scattering must be explicitly accounted for in
the track fit

@ In this case local biases in magnetic field, material or alignment (or small

biases in simulation or reconstruction) can lead to additional non-trivial
momentum dependence of the curvature bias

— Real track

- - Reconstructed track
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@ In a silicon tracker, multiple scattering must be explicitly accounted for in
the track fit (e.g. with Kalman Filter, Generalized Broken Line Fit, etc),
in this case

Sk A — ek 4+ M /k
— =A— ¢k M/ k —5
k ck+aqM/ +Z, 1+ d2k2

@ The “extra” terms are generated by local biases in magnetic field,
material or alignment, which effectively receive a momentum-dependent
weight w%k? due to the competition between hit resolution and multiple
scattering in the track fit

@ Small biases in the simulation or reconstruction can also contribute to
momentum-dependent biases
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Muon Momentum Calibration

@ Staged approach designed to first eliminate biases in the simulation and
reconstruction and then calibrate the muons

o

2]
o
o

Tune simulation parameters to remove small biases

Refit muon tracks to remove small biases and improve B-field and
material modeling

Correct for local biases in B-field, material and alignment between
data and reconstruction model

Final corrections for residual scale differences between data and
simulation
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Muon Momentum Calibration

@ Tune simulation parameters to remove small biases
@ Increase surface intersection precision in Geant
@ Refit muon tracks to remove small biases and improve B-field and
material modeling
o Continuous Variable Helix (CVH) track fit developed for this
measurement with improved reconstruction accuracy, better
modeling of B-field and material (Geant4e propagator)
@ Correct for local biases in B-field, material and alignment between
data and reconstruction model
o Generalization of global alignment procedure with additional
parameters for B-field and energy loss corrections and using
I/ =
@ Final corrections for residual scale differences between data and
simulation
o High accuracy determination of parameterized residual B-field,
material (energy loss) and alignment biases using mass fits in
J/v¥ — pup events
o Residual resolution corrections from J/¢ and Z — pu using related
parameterization for multiple scattering and hit resolution
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Track Refit and Generalized Global Corrections

@ Muon tracks refit using “Continuous Variable Helix” (CVH) fit:

o Extension of Generalized Broken Line Fit with ~ continuous energy
loss and multiple scattering via Geant4e propagator using full
material model from simulation

@ Avoids small local biases related to material approximations
(infinitesimal planes) and Kalman Filter smoothing

o Higher accuracy B-field model based on three-dimensional field-map
taken of CMS solenoid on the surface

@ Several other refinements with respect to nominal CMS track
reconstruction

o When B-field, material and alignment are consistent between
simulation and reconstruction, gives consistent momentum scale to
~ 5 x 107° out of the box in MC

@ Generalized Global Corrections:

o Generalization of global alignment procedure with additional
parameters for local magnetic field and material corrections

o Parameters determined from J/¢¥ — pu events using muon tracks
with common vertex and mass constraint

o Sufficient to correct local biases, but limitations in Gaussian mass
constraint leave significant weak modes remaining
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Validation of Functional Form in Simulation

10 (13 TeV)
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(b) CVH Refit
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(c) +global corrections

@ Showing curvature bias vs charge and momentum in simulation at
different stages of the reconstruction/corrections

@ Curvature bias is fit using the functional form for the final calbration step
which comes afterwards

@ Both CVH refit and generalized global corrections are needed to remove
all local biases such that the parameterization is valid in all detector

regions

J. Bendavid (MIT)
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Validation of Functional Form in Simulation

%1074 (13 TeV) x104 (13 TeV) <10 (13 TeV)
g s CMS ] S wf CMS ] § s CMS i
% Simulation Preliminary % Simulation Preliminary S Simulation Preliminary
af ] of 1 of 1
Kalman filter CVH refit Gilobal corrections
13<nP<14 1.3<n¥ <14 13<n¥ <14
of ] of 1 o
af ] af 1 uf 1
s
2 etk at o, et b esscntrsirtiber o™ 1
o b o * v gt | or MJ
+ Simulated muon data + Simulated muon data + Simulated muon data
20T == Calbration model ] 29T &= Ccalibration model ] 20T &= Calioration model 1
R T B R
apf (GeV) apf (GeV) qpf (GeV)
(a) Kalman Filter (b) CVH Refit (c) +global corrections

@ Curvature bias vs charge and momentum is fit using the functional form
for the final calbration step which comes afterwards

@ Both CVH refit and generalized global corrections are needed to remove
all local biases such that the parameterization is valid in all detector
regions

@ Track refit also dramatically improves the description of the energy loss in
some detector regions
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Final Parameterised Corrections

@ Residual difference in mass scale between data and simulation is
determined by fitting the my,,, distribution in J/¢ — uu events

@ Fits are finely binned in two-muon kinematics (n*, p¥,n~, p7)

16. sfb (13TeV) 168fb (13TeV)
> T T T T T > T T T T T E|
& 600k CMS 4 — JMJ—W B & 100 CMS — J/wapp ]
> Preliminary Background > Preliminary Background |
€ 5001 4 Data < 4 Data
g 8 aof
it} i}
400F
60 B
300
40| + —
200 +
100 20
e . , ‘ £

R e
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Final Parameterised Corrections

103 16.8 fb~' (13 TeV)
. T T T
@ Global x? is constructed 2F-"CMS Preliminary ]
and mipimized over all of N*,W.o‘.'“’.”"-”o.o”v’.",‘,..» ¢*++ e
mass bins to extract }+ B-field ;
calibration parameters at e A
the single muon level, < 10— \ \ T T
binned in 1 and 3 LTPTIRU + + +
-7? s HW ittt i
parametrizing the w OF + n
Energy loss
pr-dependence of the
residual correction 0 ‘ ‘
i = 50 7 T T + ]
@ For muons in the relevant > Alignment + ++
s |4 W e et + %
momentum range, O ol W e s
. . s FAL Y * +
residual corrections from “ ..
—4 -0, | f ! ! At L
~ 5 x 107" in the central > 4 5 ; 3
region up to a few 1073 n*
in the forward region
ok
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Validation and uncertainties

charge-independent charge-dependent
104 16.8 fb~' (13 TeV) x10 16.8 fo-! (13 TeV)
j% o C‘MSPre/i;ninary =t x‘?/ndf=2Aa/‘24 %; sl CMSPIehmmary Efs X‘z/”"’=5"”‘247
+ + 1 +++
3

L I ]
vt i m“mﬂmg st 4
_jg?ﬂﬂtﬂﬁ T %T [T + T

+ Z-opp -208

+ Zoww
-4 + Youu | + Youp
+ o + J-pp
-6 Calibration uncertainty (scaled) 1 _a0F Calibration uncertainty (scaled) i
Calibration uncertainty Calibration uncertainty
. . | . | . . | . |
I Bl 0 1 2 2 -1 0 1 2
n n

@ Calibration is validated with T1s — pp and Z — pp in terms of B-field
and alignment-like residual parameters

@ B-field-like term for Z is consistent with zero within statistical
uncertainties, alignment-like almost so

@ Statistical uncertainty on calibration parameters from J/v scaled by 2.1
to cover all possible correlated patterns of bias across the detector from
any not-explicitly-accounted-for systematic effects
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Calibration Uncertainties

Table A.1: Breakdown of muon calibration uncertainties.

Nuisance  Unc. in myy

Source of uncertainty patameters (MeV)

J/ calibration stat. (with 2.1 x scaling) 144 3.7
Z closure stat. uncertainty 48 1.0
Z closure (LEP measurement) 1 1.7
Resolution stat. (with 10x scaling) 72 14
Pixel multiplicity 49 0.7
Total 314 4.8

@ Z is not used in the final scale calibration, but uncertainties associated
with the J/v vs Z closure are included since this is the precision with
which the calibration is validated

@ Small additional uncertainty for pixel hit multiplicity which mainly affects
matching of data vs simulation resolution in the tails (but also results in
some increase for the overall resolution uncertainties)
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myz dilepton mass fit

@ Final validation of calibration/uncertainties by extracting mz, dominated
by calibration uncertainties

@ 2D profile-likelihood fit in m,, and pseudo-rapidity of the most forward
muon

@ mz —mhP¢ = _22+48 MeV = —2.2+1.0 (stat) +4.7 (syst) MeV

Data/Pred.

2108 16.8 10! (13 TeV) 108 16.8 1! (13 TeV)
> 1 T T T T > 1 T T T T
& tcms } baa $ tems [
5 10F Preliminary w2yt oppee] G 10F Preliminary =z oyt |
T . Other T . Other
S gl Prefit (normaiized) 38 gef postt E
& o @ xeina

b = 1824 (p=80%) E 1524 (p-02%)

Data/Pred.

T T
101F = m,+4.8Mev

, L
00 110

L
700 110 120

g T e T
(a) prefit (normalised) (b) postfit

@ Since J/v vs Z closure was used to tune calibration and enters the
uncertainty model, not (yet) a fully independent measurement for
inclusion in world average
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Non-prompt Background

@ Non-prompt background from
QCD multijet event, mostly heavy
flavour

@ Prompt contamination in
sideband regions dominated by W
and Z events, estimated from
simulation with all corrections
and uncertainties

@ Data-driven estimate using
extended ABCD method with 3
regions of transverse mass and 2

regions of isolation e including “anti-isolation

scale factors consistently

{se(I)T:.t\i/gn | i anti-correlated with the
A : ! c isolation scale factors
X I I
0.15 - R @ Non-prompt distributions are
B, | B | D =signal region smoothed with polynomials
1 1 » . .
20 40  mr[GeV] ° P.recedu.re validated using QCD
Simulation and secondary-vertex
_ ~AB? control region in data
D — C BXAZ
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Nonprompt Background
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Theoretical Modeling

Overall strategy: construct the best possible theoretical model for the
W and constrain in-situ directly with the W data

Z data is “only” used for validation

Nominal Theory uncertainties:

o Perturbative QCD

e PDFs

o Additional non-perturbative QCD (e.g. transverse momentum of
partons within proton)

o Electroweak effects

In addition: Helicity cross section fit is used as a cross-check which
augments or replaces the theory uncertainties by directly varying the
different components of the angular decomposition

@ Reduced theory/model-dependence at the cost of increased
statistical uncertainty
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oretical Modeling: Technical Details

oA ‘ 1681 (13TeV)
@ Fully coherent theoretical treatment for W 8 o Oy o o
T 5F Bl
and Z (both p and 7 decays) :.
@ Fully simulated MC samples with s
MiNNLOPS + Pythia 8 + Photos 2
1
o O(a?) accuracy (also for angular 0
coefficients), but limited logarithmic 3
accuracy for W/Z pr modeling from B oofT  Fresosrmacs — csteen |
POWHEG emissions and shower gt e
10 20 30 40 50
Pi¥ (@eV)
U+L

@ 07" is corrected double (triple) differentially for W (Z) production using
resummed SCETLIB prediction matched to fixed order DY Turbo
prediction (N3LL 4+ NNLO for nominal predictions)

@ Angular coefficients are left as-is (validated against MCFM and DY Turbo
fixed order predictions)*

d5o B i d3gu+L
dgb dydmdcos@dg 167 dg’ dy dm

[(1 + cos®6) + %Ao(l —3cos®6) + Ay sin26 cos ¢

+ %Az sin” 0 cos 2¢ + A5 sin 6 cos p -+ A4 cos 0 + As sin® 0 sin 2¢ + Ag sin 20 sin ¢ + A sin 0 sin §]
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Boson pr Modeling Uncertainties

Events/GeV

Data/Pred.
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T
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non-perturbative uncertainties in resummation

corresponding to coefficients in resummed calculation

J. Bendavid (MIT)

Matching: Variation in matching scale

CMS my, Measurement

Non-perturbative: Intrinsic momentum of partons (TMD PDF),

Resummation (perturbative): “Theory Nuisance Parameters”

Fixed order: Missing higher orders in o assessed through i, pur
variations



Boson pr Modeling Uncertainties: Non-perturbative

105 16.8 o' (13 TeV)

T T T T T
CMS { Data . Ziy* - ppitt
Preliminary MiNNLOps ~ mEE Other

105 16.8 o' (13 TeV)
T T

T T T
CMS { Data E Z/y* o pp/tt
£ Preliminary MINNLOps ~ mmm Other |

Events/GeV
Events/bin
o

. . T T
3 I
a a 10f
= =
£ . 8
8 oof Fixed-order+matching Cs-Nonpert. | &5 (o Fixed-ord tohing cs-Nonpert. ]
Resum. TNP Nonpert. Resum. TNP Nonpert.
| | | | | | !
10 20 30 40 50 30 35 40 45 50 55 60
P (Gev) P! (GeV)

@ Empirical model inspired by TMD PDFs: ~Gaussian smearing of
parton momentum, with additional freedom to account for possible x and
flavour dependence

@ The associated parameters cannot be predicted a priori, but must be
determined from data (or lattice calculations)

@ Initial values are somewhat arbitrary, with large uncertainties applied —
intended to be constrained from data
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Boson pr Modeling Uncertainties: Non-perturbative
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@ CS kernel is related to matching of non-perturbative model to
resummation and is “universal” (fully correlated between W and Z)

@ The rest of the NP model is taken as decorrelated between W', W™ and
Z, and with an additional rapidity-dependent term for the degree of
smearing to account for possible x and flavour dependence

J. Bendavid (MIT)
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Boson pr Modeling Uncertainties: Resummation

o 150710 : : Hb‘" (13TeV) 100 16A‘be" (13 Tev)
8125t CMS ’ - o g 5 st CMS b Data E
Y Simulation Preliminary @ Preliminary -7y o ppitt
c | = Other
g e
Jir}

: T T T T . T
1osf  WBF --- qaSBF Hard func. v ] 61‘047 qg BF
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k]

o
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8 © 1.02F +

a a brpttt H
101 4 E
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pf (GeV)

@ Use “Theory Nuisances Parameters” corresponding to the terms
appearing in the resummed calculation

@ In contrast to scale variations, this provides a well defined correlation
model across phase space (and between W and Z) and therefore better
suited to profiling (see e.g. talk from F. Tackmann here)

@ Propagating the uncertainty in this way facilitates constraining the theory
from W data alone, but also makes the correlation model between W and
Z more robust for a simultaneous fit/tuning
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https://indico.fis.ucm.es/event/20/contributions/529/attachments/342/600/2024-04_16_SCET_TNPs.pdf

Boson pr Modeling Uncertainties: Heavy Quark Mass

Effects

.
> 1o T T T (W‘GTeV) > s M T T T “STEY)
8 e CMS Prefit -yl & [ CMS  Ppreft -wop ]
= Simulation Preliminary = Other b Preliminary == Nonprompt
< S 6 = 2y ppr ]
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BO00E o osey 4 B1O100E — 5 o5Mev
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° 2o
£1.0050F E
-3
1.0025F E
1,000 = 3
0.9975 | | | L E
30 35 40 45 50 55
pY (GeV)

@ Impact of heavy quark mass effects at least partly evaluated by varying
charm and bottom thresholds in MSHT20 PDF set

@ Contribution to uncertainty on mw: 0.6 MeV

@ Somewhat different effects on W vs Z — More delicate for combined
W++Z fit
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Parton Distribution Functions

105 16.8 fo~' (13 TeV) @ Good: PDF sets are accompanied
C‘I\I[S. " Daa ‘ ‘ by uncertainty models with well

[ Prefiminary = ziy'ouuit m o Other | defined correlations across phase

space and between processes

@ Bad: Different PDFs don't
necessarily agree within their
uncertainties

Events/bin
o

N T T

© 1.10[ PDF4LHC21 E L .

5 —— MSHT20 -~ cT18 @ Missing higher order

£ 10sp ~ NNPDF40 == CT18Z 10 uncertainties, resummation

=1 ﬂ . . . .

S0 corrections in predictions usually

[P S T S e S

not included

- ’_] ffffffff e . ! o Partly mitigated by
4 ' ' Cym tolerance factors, etc
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Parton Distribution Functions

Impact in myy (MeV)

PDF set Scale factor Original oy Scaled oppg
CT18Z — 4.4

CT18 — 4.6
PDF4LHC21 - 4.1

MSHT20 1.5 43 5.1
MSHT20aN3LO 1.5 4.2 49
NNPDEF3.1 3.0 3.2 5.3
NNPDF4.0 5.0 24 6.0

@ Strategy: Scale prefit PDF uncertainties to ensure consistency between
sets for measured my value

@ This procedure does not prove that e.g. NNPDF4.0 uncertainty is
underestimated, only that it's too small to cover the central value of the
other sets

@ CT18Z is chosen as the nominal since it covers the others without scaling
and with small uncertainty

@ But note that this set is amongst the largest in terms of nominal
uncertainty
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Angular Distributions

[~ Missing hlgher Order UnCertaintieS Coefficient A for W~ (inclusive rapidity)
propagated to angular coefficients
through variations of x, and pr in

Absolute value distribution

MiNNLOPS 0
@ While MiNNLOPS predicts 04 — NNLO + NLO EW (@en
angular coefficients consistent 010 "0 ——NO — NO+NOEW — NN

with fixed order calculations,
Pythia intrinsic k7 treatment
actually modifies them somewhat

do/doyo - 1
o
8

@ In particular A; and As at L oo
low boson pr due to : om |
. . . z i |
isotropic smearing § oo _H_:J,—H : [ : i i

@ This effect may or may not be "
° = NNLO + NLO EW (def) = NNLO + NLO EW (exp)

~0.04

phySicaI % propagate the fu” : 100 200 300 400 500 600 700 800
difference as an additional PrW") [Gev]

uncertainty Eur.Phys.).C 82 (2022) 8, 693
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Electroweak Uncertainties
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J. Bendavid (MIT)

@ Most important electroweak
effect is from QED FSR, included
in nominal MC prediction through
PHOTOS

@ Includes higher order
corrections and pair
production

@ Residual uncertainties for QED
FSR (and ISR) very small,
< 0.5MeV contribution for my,

@ Largest electroweak uncertainty
from virtual corrections, ~ 2MeV
on mwy
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Validation of boson pr modeling with Z — uu

-1
o P : 16817 (13 TeV) 105 16.81b-" (13 TeV)
[} * > T T T T
& s CMS + Data . Zytoppnt g g cMS Postiit { Daa
= imir MINNL S
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3 < o % mm Other
w ﬁ -
5 - . T
N B Pred. unc.
a 1o0f £ 1.005 * 9
< . =
8 og—f' Fixed-order+matching CS-Nonpert. %‘ e “l [ —— | l
: Resum. TNP Nonpert. o T“WTT Y + P |
L L L L L L L L L
70 20 30 0 50 70 20 30 0 50
P (Gev) P (GeV)
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@ Fit theory model to dilepton p7 spectrum directly to validate that it can
describe the data

@ 0(10%) level discrepancy due to untuned non-perturbative parameters at
low pr fully reabsorbed

@ Postfit description of the spectrum at 0.1% level
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Validation of boson pr modeling with W-like Z — puu

105 1681b- 1 (13 Tev)

- : : : 105 168fb ! (13 TeV)
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£ Preliminary--- MNNLOps  HE Other 5 Preliminary X' .y W 2 ppite
@ (p=99%)
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w
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L L L L I I .995
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(a) prefit (b) postfit

@ When running the full W-like fit to single muon (n, pr, charge) the
theory model is also able to accommodate the muon pr distribution very
precisely
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Validation of boson pr modeling with Z — upu

Z Cross section (pb/GeV)

Ratio to prefit

10! (13 TeV)
r CMS t  Unfolded data |

Preliminary — (p¥*,yr)
— mz pf.ntq") ]

—— prefit

= )
== mz (p},n",q%)
L L L

= prefit 3
! L

10 20 30 40 50

(a) Unfolded do¥*t/dpr

J. Bendavid (MIT)

Detector level fit results can be
propagated to predictions for unfolded
Z prt spectrum

o For both direct fit to pf* and
W-like fit to single muon

(n, pr, charge)

Strong and consistent constraints
from both fits, and in agreement with
unfolded data

Direct fit to p* has stronger
constraints but W-like fit is able to
correctly disentangle mz from the Z
pT spectrum

my can be measured without
tuning the pr spectrum to the Z
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Helicity Cross Section Fit

@ Theory model represents our best understanding of QCD and proton
structure

@ As an additional test of its validity, or in case of BSM physics in W
production or decay, a less model-dependent measurement of my is useful

@ Basic strategy: Parameterize theory uncertainty explicitly in terms of the
9 helicity cross sections o; = oYt A; instead of the PDF and
non-perturbative models + perturbative uncertainty, and fit the helicity
cross sections (double-differential in W rapidity and pr) together with mw

@ In this way theoretical uncertainties are “traded” for larger statistical
uncertainties

d5(T 3 d30u+L
dg2 dydmdcos6dp 167 dgZ dy dm

1
[(1+ cos®6) + EAo(l —3c0s%6) + A, sin26 cos ¢
1
+ EAZ sin 0 cos 2¢ + Az sinf cos ¢ + A, cos 8 + Az sin? 8 sin 2¢ + Ag sin 20 sin ¢ + A; sin 0 sin ]

@ With current data/observables not possible to simultaneously constrain
all of the relevant helicity components, so cross sections are regularized
via constraints to the nominal prediction

@ Relevant theory uncertainties are retained since they have different
correlations
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Nuisance Parameters

Systematic uncertainties W-like my  my

Muon efficiency 3127 3658
Muon eff. veto - 531
Muon eff. syst. 343
Muon eff. stat. 2784

Nonprompt background - 387

Prompt background 2 3

Muon momentum scale 338

L1 prefire 14

Luminosity 1

PDF (CT187) 60

Angular coefficients 177 353
W MINNLOpg ptg, ptr - 176
Z MINNLOps pig, pr 176
PYTHIA shower ky. 1

pY modeling 22 32
Nonperturbative 4 10
Perturbative 4 8
Theory nuisance parameters 10
¢, b quark mass 4

Higher-order EW 6 7

Z width 1

7 mass 1

W width - 1

W mass - 1

sin? 6y, 1

Total 3750 4859
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W-like mz result

@ Nominal W-like result:

= —6 + 14MeV

@ Even-odd event selection reversed (nearly statistically independent

PDG
mz — mgz
sample)
PDG
mz —mz
CMS Preliminary
——— T T T
e my fit
~= Nominal W-like mz fit
e+ W-like mz fit (even < odd)
—ei~ —:= PDG average —
TR ST TS T IS S NS R
-25 0 25 50 75

mz-m5PC (MeV)

=8 + 14MeV

- 107 ‘ ‘ 168 b (13Tev)
@ sk CMS Postfit } Data E
% Preliminary ’[2‘/’;‘/’;3 (0=99%)  Z/y* - ppitt
s sf h "7 mm Other B
2

Jir}

T T
= myx14MeV

Data/Pred.
2 &
8 &

0.995'

@ All extracted mz values in agreement with the LEP/PDG value
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W-like mz result: Uncertainty Breakdown

C‘M‘S‘Pre‘h"nl‘n‘ar‘y‘ ——T Source of uncertainty N[m}.’ad Mev)
— mgfit ominal Global
- Nominal W-like m; fit Muon momentum scale 5.6 5.3
e W-like my fit (even < odd) Muon reco. efficiency 3.8 3.0
- —ai~ === PDG average — W and Z angular coeffs. 49 4.5
Higher-order EW 2.2 2.2
T 1 pY¥ modeling 17 1.0
PDF 2.4 1.9
B W ] Integrated luminosity 0.3 0.2
P L B R MC sample size 2.5 3.6
25 0 25 50 75 Data sample size 6.9 10.1
mz - m5PG (MeV) Total uncertainty 13.5 135

@ Largest uncertainties are statistical, muon calibration, angular coefficients

@ Total uncertainty is well defined, but several different ways of
decomposing statistical and systematics uncertainties

@ When uncertainties are constrained in-situ, “global” impacts (used e.g.
for ATLAS 2024 my measurement) tends to count them as part of the
statistical uncertainties
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my result: Validation checks

Measurement
Calib. unc.
Stat. unc.

X?¥ndf=41.3/47
p=71%

e

16.8 fo™! (13 TeV)
T T

L L L
-300 -200 -100

0 700 200
Amz (MeV)

J. Bendavid (MIT)

Consistent results when
extracting 48 independent my
parameters split in charge and
24 n bins

n-sign difference:
m%”% — m1<° = 35 + 20MeV

Charge difference:
m} — m; = 31+ 32MeV

Charge difference with
reversed even-odd event
selection:

my — my; = 6+ 32MeV
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my Measurement

@ Now with all elements in place, on to the my measurement:

. Y Y 16816 (13 TeV)
K] CMS Postit { Data E
% - m’y;{;‘;m 1 Source of uncertainty N(I)Eli);li ;:lt (l\éelZI))al
i = gy oetl “Muon momentum scale 438 44
. Rare Muon reco. efficiency 3.0 23
W and Z angular coeffs. 33 3.0
Higher-order EW 2.0 1.9
pY modeling 2.0 0.8
_ L PDF 44 28
E 1.002f = Mw+9.9MeV Pred. unc. 1  Nonprompt background 3.2 17
S 1.000 X I— Rt * “14 Integrated luminosity 0.1 0.1
8 go0sk % MC sample size 1.5 3.8
A== Data sample size 24 6.0
pt (Gev)  Total uncertainty 9.9 9.9

@ For the nominal measurement, total uncertainty is 9.9MeV

@ Most precise measurement at the LHC and comparable to CDF precision

J. Bendavid (MIT) CMS my, Measurement 62



myy result

my = 80360.2 + 9.9MeV

CMS Preliminary
T T T 15 T
my in MeV I
LEP combination | 80376 + 33 ;_%_._1 -

Phys. Rep. 532 (2013) 119

DO - 80375 + 23 Fo—( —
PRL 108 (2012) 151804 !

CDF | 804335+ 9.4 ! —~—
Science 376 (2022) 6589 |

LHCb | 80354+32 p—b i
JHEP 01 (2022) 036 !

ATLAS | 80366.5 + 15.9 e ]
arxiv:2403.15085, subm. to EPJC |

CMS |- 80360.2 + 9.9 |- .
This Work e i == EW it

‘ \ ‘ T \ ‘ \
80300 80350 80400 80450

my (MeV)

@ Compatible with the Standard Model expectation and with other
measurements

@ In clear tension with the CDF measurement
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Helicity Cross Section Fit my, result

Helicity Fit Result: my, = 80360.8 £ 15.2MeV

A, x 2,70,,,. x5 cross sections

CMS Preliminary (13 TeV)
T ] T

Main result —

B, %08 Rq,, X1 @ Helicity cross section fit
Doy x0.50g,,, %2 b result very compatible
Do, %0505, %5 iy with the nominal, with
Helicity Fit ——i somewhat larger

Agy % 1.0g,, x2 — uncertainties as expected
Doy x 1,Dgyee x5 oy @ Result is very stable with
Aoy x 2,850 1 —j— looser or tighter initial
Dy x2,Ag 0 * 2 I — constraints on the helicity

i B

| | |
80260 80310 80360 80410 80460
my (MeV)
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Validation:

Simultaneous dilepton+W fit

1610 (13 TeV)
= T T T T T
S
8 af CMSs — mw (p.n*.q") + (" ) 4
3 3 Preliminary — mw (Y0¥, qY) 1
a2 — prefit
c
S
k<1
8
&
@
2
Q
&)
=
.
= T
s EIL JALI S B
& 1.0 o
s
0 09 =5 mw (pF 0¥, gY) + (Y ) B
3 == mw (p¥.n%,q¥) prefit
0.8F ; . ) ) .
10 20 30 40 50
Py (GeV)

J. Bendavid (MIT)

Nominal result is from fit to muon (7, pr,
charge) for W candidates alone

Interesting to compare with simultaneous
fit to p4* distribution from Z events

Fit results propagated to inclusive W pr
distribution as for Z case shown previously

Postfit W pr distribution broadly
consistent and with strong constraints
from data

Amy = +0.6 MeV with respect to

nominal, uncertainty would decrease to
9.6 MeV

But additional complications for W/Z
correlations, so the nominal W only fit is
more robust and is the nominal result
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PDF Dependence of Result

Unscaled Scaled
T T T T T T
—- CcTi8z —- cT18z
- CMS A - CT18 — - CMS e - CT18 —
Preliminary ~ NNPDF40 Preliminary ~ NNPDF40
et  MSHT20an3lo = -« MSHT20anglo
< NNPDF31 - NNPDF31
u e MSHT20 ] u i MSHT20
by - PDF4LHC21 bt - PDF4LHC21
— e
! ! ! ! ! !
80300 80335 80370 80405 80440 80300 80335 80370 80405 80440
mw (MeV) my (MeV)
Extracted my (MeV)
PDEF set Original oppg Scaled oppp
CT18Z2 80360.2 +9.9
CT18 80361.8 +10.0
PDF4LHC21 80363.2+9.9
MSHT20 80361.4+10.0 80361.7+10.4
MSHT20aN3LO 80359.9+99  80359.8 +10.3
NNPDEF3.1 80359.3+9.5 80361.3+10.4
NNPDF4.0 80355.14+9.3 80357.0+10.8

@ Scaling of prefit PDF uncertainties reduces the dependence on PDF set
and brings the variations within the quoted PDF uncertainties
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Additional Theory Cross Checks

CMS Preliminary ~ 16.81b™" (13 TeV)
T T T T T T T
F{ N3*'LL+NNLO

b N**OLL+NNLO —r—

4 p¥ rwgt.

= Combined p¥ fit i

== Nominal +0p¢mod. i
=

| L | L | L |
80280 80310 80340 80370
my (MeV)

@ Result is stable under variations of the TNP model and not very sensitive
to changes in the initial prediction within the uncertainties
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my result: Validation checks

168fb 1 (13TeV)
——————— 2!
F CMs e ne— E
Preliminary - ]
E @ Consistent results when
— Measurement ] extracting 48 independent
Calib. unc. ] o
— Stat unc.. — 1 mw parameters split in
L 3 charge and 24 7 bins
—F— 1 @ 7-sign difference:
— ] my; % —mi = 5.8£12.4MeV
e ] @ Charge difference:
1 + - _
. my, — m,, = 57 & 30MeV
Xx?Indf=46.8/47 — E
p— % ——— |
-300 -2b0 -1‘00 7(; 1(‘)0 2(‘)0 -
Amy (MeV)
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myy result: Closer look at charge difference

@ m;, — my, =57 & 30MeV, p-value 6.0%

@ Uncertainty on charge difference much larger than nominal my
uncertainty

@ Strong anti-correlations due to experimental uncertainties (alignment)
and theory uncertainties related to W polarization (opposite-parity
coupling of W to u™ and ™)

@ Correlation between charge difference and myy itself is only 2%

Uncertainty (MeV)

Source of uncertainty . .
inmy+ —my - inmy

Muon momentum scale 21.6 4.8
Muon reco. efficiency 7.2 3.0
W and Z angular coeffs. 18.7 3.3
Higher-order EW 15 2.0
pY modeling 74 2.0
PDF 11.8 44
Nonprompt background 7.5 3.2
Integrated luminosity 0.1 0.1
MC sample size 3.0 1.5
Data sample size 4.7 24
Total 30.3 9.9
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myy result: Closer look at charge difference

Configuration my, — my, (MeV)  Amw (MeV)
nominal 57 +£30 0
Alignment ~1 sigma up 38 +£30 <0.1
LHE A; as nominal 48 £ 30 -0.5
As one sigma down 49 £+ 30 0.4
Alignment and A; shifted as above 21430 0.1
Alignment ~ 3 sigma up —5+30 0.6

@ Reminder: For W-like mz fit:
mj — my = 31 £ 32 MeV (nominal)
m3} — m; = 6432 MeV (reversed even-odd event selection)
@ No conclusive evidence for a systematic problem (< 20)
@ Statistical fluctuations from finite data and MC samples at the level of 16
+ -
MeV for my, — m,
@ Even extreme variations of the related systematics lead to small variations
in my (< 1MeV), within associated uncertainties

@ Possible/plausible scenario: ~ 1o off on alignment and A;’s plus ~ 1 o
statistical fluctuation corresponds to totally negligible effect on my,
(0.1MeV)
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A3z Variations By Charge

x10° (13 TeV) 108 (13 TeV)
> 6 T T T T ™ > 6 T T T T T
8 sE CMS PCE'" W pv 18 sE CMS P":e'it - WEiopy o
> Preliminary 9" = “ BN Nonprompt P Preliminary =1 Bl Nonprompt
g 4r 7yt - ppit 'qE) 4F 7/ - ppitt
o 3F W* > v E 3F W* = v E
HEl Rare HEl Rare
2 E 2
1 3
5 1,003 T T T T T e - 1.008 T T T T T T
o —— Pythia shower kt Up [ —— Pythia shower kr Up
31.0027— As Up 31.002 — AsUp
2 o
= 1.001 %= 1.001 E
o o
1.000 1.000 =
0.999 0.999 *
T R R B R BRI | T R AN BT RN BRI |
55 30 35 40 45 50 55
Pt (GeV) p¥ (GeV)
(a) wt (b) W~

@ A correlated variation of As between W™ and W™ produces an
anti-correlated variation for the charged lepton kinematics

@ The variation corresponding to switching off pythia intrinsic kr for the
angular coefficients mixes effects from A; and As
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Charge Difference with Helicity Fit

CMS Preliminary (13 TeV)
T

Main result ——

B, 058 Ry 1R

A, x0.5,Ag,,,, x 2 ——

Doy x 0585, x5 (i
Helicity Fit S P—

A, x 1M 00 X 2 ——
Bayx 180y, 5 et

Agy x2,Agp0 % 1 —

Ag, x2,Ag 0 X 2 RS Fe—

Ag, x 2,060 X 5 —_—
-200 -7‘5 5‘(I) 1 ;5 300
Mmw+ - My- (MeV)

@ Charge difference also very similar between nominal and helicity fit, and
stable under changes in prefit uncertainties for the helicity cross sections
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Additional Stability /Consist

Configuration Amyy in MeV

Auxiliary parameter

26 < pr <52GeV  -0.75 + 10.03
30 < pr <56GeV  -1.11+ 11.05
30 < ppr <52GeV 215+ 11.17

W floating -047 +
Alt. veto efficiency  0.05 +
Hybrid smoothing -1.58 +
Charge difference ~ 0.34 &
7 sign difference -0.01 £
|n|range difference -0.61 +

J. Bendavid (MIT)

9.98
9.88
9.88
9.89
9.88
9.90

piw = 0.979 + 0.026

mdiff- = 56.96 + 30.30 MeV
mdiff = 5.8 +12.4MeV
mdft = 153 £ 14.7MeV
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Towards the Electroweak Fit Precision

CMS Preliminary CMS preliminary
=190 [— 68% and 95% confidence level oy % 0234 [~ 659 and 95% confidence level |
© | mmovs cuseassupzooe g [ 0 cus, cus pas-supz3002
(5 [ o cws ew Py J.Co oz o6 < [ 0 cws, cus-swP-22.010
= 8%, 95%, 99% credbilly regions ] [ e, 95%, 90% creabily regions
E‘ (TN de Bias et al. |- O do Bias et al.
[ Poye- v Lon. 129 202227 0283 [ P hovtin 129 oz 27
180 — 7 :
L 0.232 —
170 = r
r 0.231 =
160 L L I ‘ ‘ L
80.25 803 80.35 804 80.45 80.25 803 80.35 80.4 80.45
my, (GeV) my, (GeV)
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Conclusions

my = 80360.2 £ 9.9MeV

CMS Preliminary
T T T ™ T
my in MeV I
LEP combination |- 80376 + 33 )_i_._‘ ]
Phys. Rep. 532 (2013) 119 I
DO L A F'_‘ ]
PRL 108 (2012) 151804 80375 +23 1
CDF |- 80433.5+9.4 f——{
Science 376 (2022) 6589
LHCb - + —_— ]
JHEP 01 (2022) 036 80354 + 32
ATLAS - + I ]
anv:2403.15085, subm. to EPJG | o000 * 199 f
CMS L . -
S 80360.2 + 9.9 — .~ Ewfit
! | ! | ! | ! |
80300 80350 80400 80450
my (MeV)

@ This is the first my measurement from CMS
@ Measurement is performed with ~ 10% of Run 2 data

@ Major advances in experimental and theoretical techniques form the basis
for further improved precision and additional measurements in the future
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Magnetic Field Model

[BI[T]

4.0

3.5

3.0

2.5

m2.0
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JINST 5:T03021,2010
Symmetry 14 (2022) 169
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Magnetic Field Model

High granularity (33,840 space points) 3D
field map taken in 2006 (but on the surface

and without much of the detector)
NMR probes with relative accuracy better than 5e-5
and calibrated hall probes with accuracy of ~3e-4

TOSCA model+parameterization used for
track reconstruction reproduces field map
data to +-0.1% with some variation vs z
Possible future improvement: use the
(interpolated) field map data directly
Several NMR probes inside the solenoid (but
outside the tracking volume) for monitoring
Magnetic field in tracking volume known to
0.1% a priori
o Residual corrections at this level
not-unexpected
o Uniformity could possibly be improved
with direct use of field map data

J. Bendavid (MIT)

H

JINST 5:T03021,2010
Symmetry 14 (2022) 169

H

H

H

 Magnetic flux density B (T)
8

am

.

.

2

o

Biase = Beaic (MT)

2

“«

N

Z(m)
Model vs field map data at R = 0.1m (surface)

Source Field A (rel)
Surface NMR (2006) 3.9176T | -8e-4
In-situ NMR (2008) 3.9206T 0
In-situ Model Prediction 3.9181T | -6e-4

Model vs NMR Measurements at R =2.91m, z=-0.01m13
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CMS-TRK-10-003, cMS DP-2019/001

Material Model

Conversions/0.2 cm

3

251" (13 TeV)
[

T T
CMS Preliminary 2010

——Data
[ simulation: conversions
[C]simulation: fakes

_pg Bk el
25 20 1510 5 0 5 10 15 20 25
Nuclear interactions x (cm)

a0 50 60
Conversion radius (cm) for |z|< 26cm

Material model in simulation is correct at the O(10%) level

Additional corrections may be needed due to the infinitesimal plane approximation in
the tracking
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Muon Momentum Calibration

@ Tune simulation parameters to remove small biases

o Increase Geant4 surface surface intersection precision to avoid
small, charge-dependent, accumulating biases in the propagation

@ Refit muon tracks to remove small biases and improve B-field and
material modeling

o Continuous Variable Helix fit developed for this measurement which
extends Generalized Broken Line fit with quasi-continuous energy
loss and multiple scattering using Geant4e propagator

@ Avoids infinitesimal-plane approximation for material since full
simulation geometry is used

@ Higher accuracy B-field map from full 3d field-survey

real
trajectory

Chord %

boundary ,

estimated
intersection

correct
intersection
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Muon Momentum Calibration

@ Correct for local biases in B-field, material and alignment between data
and reconstruction model

o Generalization of global alignment procedure with additional
parameters for local magnetic field and material corrections

o Parameters determined from J/v — pu events

o Sufficient to correct local biases, but limitations in Gaussian mass
constraint leave significant weak modes remaining

@ Final corrections for residual scale differences between data and
simulation

e High accuracy determination of residual B-field, material (energy
loss) and alignment biases using mass fits in J/¢ — pu events

@ Parameterized using “simple” functional form since local biases
have been removed or corrected

o Residual resolution corrections from J/v and Z — pp using
corresponding parameterization for hit resolution, multiple
scattering and correlation terms
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Parton Distribution Functions

PDF set Scaling factor Impact on 1y

Original oppr  Scaled oppy:
CT18Z 1.0 44
CT18 1.0 46
PDF4LHC21 1.0 4.1
MSHT20 1.5 43 5.1
MSHT20an3lo 1.5 42 49
NNPDF3.1 3.0 32 53
NNPDF4.0 5.0 24 6.0

@ Strategy: Scale prefit PDF uncertainties to ensure consistency between
sets for measured my value

@ Scaling factors are determined with analysis still blind by using
pseudodata generated from each PDF set and fitting with every other
PDF set and its uncertainty

@ n.b. symmetrization procedure is applied for asymmetric uncertainties
which tends to increase the uncertainty for CT18 and MSHT

@ This procedure does not prove that e.g. NNPDF4.0 uncertainty is
underestimated, only that it's too small to cover the central value of the
other sets

@ CT18Z is chosen as the nominal since it covers the others without
inflation and small uncertainty
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Additional checks related to charge diff

Cross checks for mW charge difference . Key numbers to compare to:

Calibration uncertainty on

Configuration mW+ - mW- (MeV) | Delta mW wrt nominal mW: 4.8 MeV
MeV) Calibration uncertainty on
mW+ - mW-: 21.3 MeV
nominal 57.0 +-30.3 0 Non-perturbative uncertainty
on angular coeffs (pythia
Jipsi+Z calibration 46.8 +-28.4 -1.9 shower kT) for mW: 1 MeV
Non-perturbative uncertainty
y " " ~ on angular coeffs (pythia
Z-only calibration 415 +-25.2 0.5 shower KT) for mWi+ - mW-
" " " " 14 MeV
Adjust calibration alignment -4.6 +- 30.2 0.6

Data+MC stat uncertainty

parameter by hand (M += 1e-5) (global impacts) on mW+ -

mW-: 15.8 MeV
Shift central value of pythia 47.9 +-30.2 -0.5 e N.b alternate calibrations
shower KT by +1 sigma (ie treat don't necessarily have full
LHE angular coeffs as nominal) | Yy y
consistent/complete
Z-only calibration + shift shower 35.6 +- 25.1 0.1 uncertainty models

KT

e Various plausible shifts of systematic uncertainties can give large variations on mW+ - mW- but small variations on mW itself
Always within the corresponding uncertainties for both cases
. Even extreme brute force variation of alignment parameters leads to very small change in mW
No smoking gun, not possible to identify a single “cause”
. Likely a combination of a few systematic effects (alignment, angular coefficients) at the 1 sigma level, combined with a statistical
fluctuation

slide to be reformatted/refined
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Higher order corrections for As

Coefficient Az for W~ (inclusive rapidity) Coefficient A; for W* (inclusive rapidity)

c c
2 5]~ NNLO + NLO EW (def) g -02 — NNLO + NLO EW (def)
2 2
2 06 2
v o
3 E]
S o4 g
@ @
2 g
ﬁ 0.2 2
< 2
— L0 — NIO — NLO+NLOEW —— NNLO
0.10 0.10
- -
I 005 ' 005
] .]J+L...-.-:-'- o
I g
3 3
) =)
3 3
-0.10 -0.10 — L0 — NLO — NLO+NLOEW —— NNLO
~ 006 - 008
! ! 0.04
= 004 >
S S 002
2 o002 2 |
& T Tt T S | ! | 5 000
S o S L e e WP o T
3 T I — - T 1 N ‘TI-‘-I
H L | T T § oo
3 3 -0
3 —— NNLO + NLOEW (defy —— NNLO + NLO EW (exp) 3 _gos)— NNLO+ NLOEW (defy —— NNLO + NLO EW (exp)
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pr(W=) [Gev] pr(W*) [GeV]
Bendavid (MIT CMS my, Measurement 84




Charge Difference Impacts: Nominal

S . Nominal impact (MeV)
ource of uncertainty . . b .
inmy— —my- inmy inmy+ —my- inmy

Muon momentum scale 23.1 5.6 21.6 4.8
Muon reco. efficiency 7.1 3.8 7.2 3.0
W and Z angular coeffs. 14.5 4.9 18.7 3.3
Higher-order EW 0.2 22 1.5 2.0
pY modeling 0.6 1.7 7.4 2.0
PDF 0.9 24 11.8 44
Nonprompt background - - 7.5 3.2
Integrated luminosity <01 0.3 0.1 0.1
MC sample size 49 2.5 3.0 15
Data sample size 13.9 6.9 4.7 2.4
Total uncertainty 32.5 13.5 30.3 9.9
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Charge Difference Impacts: Global

S . Global impact (MeV)
ource of uncertainty . . . .
inmy,- —my- inmy inmMye —My-  INmy

Muon momentum scale 212 5.3 20.0 4.4
Muon reco. efficiency 6.5 3.0 5.8 2.3
W and Z angular coeffs. 13.9 4.5 13.7 3.0
Higher-order EW 0.2 22 1.5 1.9
py modeling 0.4 1.0 2.7 0.8
PDF 0.7 19 42 2.8
Nonprompt background - - 4.8 1.7
Integrated luminosity <01 02 0.1 0.1
MC sample size 6.4 3.6 8.4 3.8
Data sample size 18.1 10.1 134 6.0
Total uncertainty 32.5 13.5 30.3 9.9
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PDF Compatibility with Data

PDE set Nominal fit Without PDF+a, unc.  Without theory unc.
x2/ndf  p-val (%)  x*/ndf  p-val. (%) x*/ndf  p-val. (%)
CT18Z 100.7/116 84 125.3/116 26 103.8/116 78
CT18 100.7/116 84 153.2/116 1.0 105.7/116 74
PDF4LHC21 97.7/116 89 105.5/116 75 104.1/116 78
MSHT20 97.0/116 90 107.4/116 70 98.8/116 87
MSHT20aN3LO 99.0/116 87 122.8/116 31 101.9/116 82
NNPDEF3.1 99.1/116 87 105.5/116 75 115.0/116 51
NNPDF4.0 99.7/116 86 104.3/116 77 116.7/116 46

J. Bendavid (MIT) CMS my, Measurement 89



PDF Compatibility with Data

106 16.8 fb™! (13 TeV) 108 16.8 fb~' (13 TeV)

k= 25 T T T T T £ 25 T T T T T
2 CMS { Data Bl Nonprompt o CMSs t Data Bl Nonprompt
& 20F Preliminarymm W+ - pv Wistww ] @ 200 Preliminarymm w: - pv Wity ]
c f=
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i i}
N 1.075F T 1N T e
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Comparisons

Unc. [MeV ] ‘ Total Stat. Syst. | PDF A; Backg. EW e U ur Lumi Ty PS

p.’r 162 11.1 118 | 49 35 1.7 56 59 54 09 .1 01 15
mr 244 114 216 | 11.7 47 4.1 49 67 60 114 25 02 70
Combined 159 98 125 | 57 37 2.0 54 60 54 23 1.3 01 23

. Impact (MeV

Source of uncertainty Nomlional ( Glol))al
e — Muon momentum scale 4.8 44
[able 2. Uncertainties on the combines . .
My result. Muon reco. efficiency 3.0 2.3
— T W and Z angular coeffs. 3.3 3.0
Lepton energy scale 30 Higher—()rder EW 2.0 1.9
T —T pY modeling 2.0 0.8
Recoil energy resolution 18
L:;fonee;wgin:ysc i 04 PDF 44 28
L] 2 Nonprompt background 3.2 1.7
Backgrounds 33 . .
ol i Integrated luminosity 0.1 0.1
B amios 39 MC sample size 1.5 3.8
W b s & Data sample size 24 6.0
ol o Total uncertainty 9.9 9.9
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