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Introduction

Our mission
* Provide basic computing services in the MIT physics department
* Enable easy access for newcomers to start their physics analysis
* Support advanced customization for experiences users

* Ensure sufficient and efficient computing resources through fair sharing

We do the maintenance such that you don’t have to care about
* System configuration, upgrades, security
* Software installation and management

* Integration with external resources and services

So you can focus on doing great physics




Project organization ”\’\8%

Steering committee Project team Users group

* Oversight * Implementation * Information flow
between user

* Funding * Operation
. community and project
* Maintenance team
" Support * Feedback

Requests
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* Containers (singularity/ podman)

* Virtual environments (Conda)
SUbMIT
Access to larger external resources
* Open Science Grid (OSG) _» OSG
* CMS Tier-2 and Tier-3 .
Submit locally
* LQCD Cluster Compute globally
* Earth, Atmospheric & Planetary Sciences (EAPS)
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Overview

The subMIT login pool is designed to let users login safely, prepare and test their research, and
submit their jobs to the large computing resource of their choice. There are for now a limited

number of resources connected but we are working on quickly expanding them.

Get your account on SubMIT Portal

Access

ssh <user>@submit.mit.edu jupyterhub

Status

Servers Slurm queue Condor queue Expert


https://submit.mit.edu/

Interactive use

Accessible through website:

* jupyterhub

Untitled3.ipynb X _

B+ XO0O0O » m C » Code v © sit

| o
[ W aava_wosomios- x [ S
B david_w@submit04:~ X

jupyterhub

Select a job profile:

Slurm - Submit - 1 CPU, 2 GB v

Quick introduction:
« Spawn server menu:
Slurm - Submit - 1 CPU, 2 GB: spawns a server on the "submit” Slurm partition, with 1 CPU, 2GB of memory.
Slurm - Submit - 2 CPUs, 4 GB: spawns a server on the "submit™ Slurm partition, with 2 CPUs, 4GB of memory.
Slurm - Submit - 4 CPUs, 8 GB: spawns a server on the "submit™ Slurm partition, with 4 CPUs, 8GB of memory.
Slurm - Submit-GPU - 1 GPU: spawns a server on "submit-gpu”™ Slurm partition, with 1 GPU.
Slurm - Submit-GPU-A30 - 1 GPU: spawns a server on "submit-gpu-a30~ Slurm partition, with 1 GPU.
Slurm for Wolfram Mathematica: spanws a server on the submit00 node, which has Mathematica enabled.
« GPUs: you can use GPU resources in your notebooks or Jupyterhub's terminal if you spawn a server on submit-gpu or submit-gpu-a30, supported through Slrum.
« Conda: your conda environments should be automatically loaded as kernels by Jupyterhub, and can be used in notebooks. See User Guide for more info.
« Singularity: you can manually set up a kernel based on a singularity environment’s python. See User Guide for more info.
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For more information about Submit, conda, GPUs, Jupyterhub, etc., see:

s, comments, or feedback, please send an email to submit-help.

[david w@submit®4 ~]$ python

Python 3.9.18 (main, Jul 3 2624, 606:60:00) i o oo e o e o T
[GCC 11.4.1 20231218 (Red Hat 11.4.1-3)] on linux

Type “"help®, "copyright”, “"credits" or "license™ for mor| & Console
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https://submit.mit.edu/jupyter/hub/spawn

User base %A)a

Approaching 1000 _~" Active users of last 90 days (153)

*°1 total users! . .

* from different physics departments
gm ;f * using subMIT in different ways
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interactive
B batch
[ ssh un_ly o B other
W slurm interactive jobs W Experimental Nuclear & Particle Physics
WS JupyterHUB B External to the physics department
B condor . B Atomic, Biophysics, Condensed Matter, & Plasma Physics
B slurm batch jobs BN Astrophysics

B Theoretical Nuclear & Particle Physics



Classroom usage

Introductory undergraduate courses: 8.01, 8.02
* Technology-Enabled Active Learning (TEAL)
Advanced courses, junior lab: 8.13, 8.14
Workshops/ Hackathons
* FCC month, Gaia Hackathon, ...

Resource reservation via slurm

Software distribution and robust usage for O(100) students
* Kernel with customized python environment accessible through JupyterHub

* CVMEFS for specialized programs or environments


https://indico.mit.edu/event/1272/
https://gaiadr3hack.mit.edu/

User support

User support is a key feature of the system
* Contact:

* Slack workspace:

“help-desk” channel

Beyond basic troubleshooting
* Help users make optimal use of the available resources
* EXxpert advice on designing/improving workflows

* Customize and evolve system configuration, accommodate user needs as
appropriate

Voluntary (anonymous)
* Please tell us what you like or don't like


mailto:submit-help@mit.edu
https://mit-submit.slack.com/
https://docs.google.com/forms/d/e/1FAIpQLScXNCNy7-pEKmZ0JbWL_Lo0p3M0k6_Y5wn2y3rcwgUlve1Scg/viewform

Monthly user group meetings

Information flow between user community and project team
* Advertised and open to the broader community
* Regular time slot: Tuesdays 10:00-11:00 EST
* Hybrid: Kolker room + Zoom

Topical presentations from

* Users and community members

¢ User gI’OUp represe ntatives Physics Basic Computing Services (subMIT) Users Meeting
Tuesday Nov 19, 2024, 10:00 AM — 11:00 AM America/ York
* Project team 4

Room for discussions and feedback ks oo ST Overin S, Uptes

Speaker: Mariarosaria D'Alfor
subMIT_UsersMeet

Latest meeting:

ALFIFAYE . 10:35 AM  What I'd like to use submit for

L] Speaker: Hans Giinther
24_submit_UG.pdf
ALY IYIN . 10:45 AM  Roundtable

Speakers: Amer Al-Hiyasat Kaliroe Pappas Molly Park
1ohan Murthy . .

A[RLYNYI . 11:00 AM Discussion
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https://indico.mit.edu/event/1270/

Monthly user group meetings

Information flow between user community and project team
* Advertised and open to the broader community
* Regular time slot: Tuesdays 10:00-11:00 EST

* Hybrld KOIker room + Zoom Physics Basic Computing Services (subMIT) Users Meeting
. . Tuesday Feb 11,2025, 10:.00 AM — 11:00 AM America/New_York
TOplcal presentatlons from @ Kolker Room (26-414) (MIT)

Description https://mit.zoom.us/j/96743699673?pwd=b3h2Q3c3cVQwYW12blhMUGS5SWXZCZz09

* Users and community members

* User group representatives

* Project team

Room for discussions and feedback =1 o o=
NeXt meetingS on Physics Basic Computing Services (subMIT) Users Meeting
E TuesdayMar 11,2025, 10:00 AM —~ 11:00 AM America/New_York
[ ] Q Kolker Room (26-414) (MIT)
[ ]
Contact us if you like to present! e
10:35 AM 10:45 AM Roundtable
[ ] spfake‘rsﬂr*":w:";:—i.:rzi "‘LH'\Z Guenther Molly Park
11 RLRLYAYE . 11:00 AM Discussion



https://indico.mit.edu/event/1346/
https://indico.mit.edu/event/1347/
mailto:submit-help@mit.edu

Previous work

Moved to server room in B24

Migrated operating system of all machines
* CentOS7 (end of life) - Alma Linux 9

Migrated distributed file system

* GlusterFS (end of life) —» CephFS

* Upgraded ceph to most recent stable release: 19.2.0 squid

g\ : Y :

Migrated from Docker to Podman

New hardware: ~500TB hdd for file storage

12



Whats next

Ensure stable long term operations
Streamline account creation
Add O(500) CPU cores to slurm

Add software support for
* Dask gateway, OpenMPI, Globus, ...

Analyze user experience
* Understand frequent causes why jobs/ jupyterhub sessions/ ... falil
* Find cases of inefficient use of resources
- Dedicated actions: Give recommendations, adapt system configuration, ...

Please let us know what you need

13



Today’s Workshop

* Overview of subMIT project, * Hands-on tutorials

resources, software environment * User talks on research usage

9:00 AM 9:05AM Introduction to the workshop

9
Speaker rist P
9:05 AM 9:30 AM  subMIT Project Overview Q2 L~
Speaker: [ t 1:30 PM 00PM User Talks: Session 1
1]
Emulating the atomic nucleus
9:30 AM 9:45AM Getting started on subMIT: Available Resources Q ks Aine
) Symbolic Learning Nuclear Relations
Speaker M
Speaker
&
The needle in a haystack problem of homology-directed DNA repair
9:45 AM 10:00 AM  Getting started on subMIT: How to Interact with subMIT Q2
. Speaker: Henrik P
) Lattice-QCD 'w Software W Hardware
. Speaker a L
Speaker: Matt
Soft unclustered energy patterns in CMS using dask
A subMIT_Work
L Speaker: P
10:00 AM 10:15AM  Getting started on subMIT: Installing, Managing, & Sharing Software (Overview| °
g . 9, ging, 9 ( ) 3:00 PM M Coffee Break (0]
Speaker: Xuejian She
3:15PM 4:30PM User Talks: Session 2
10:15 AM M Coffee Break ®15 Q
Topological Chiral Superconductors beyond Fermi liquid pairing
10:30 AM 11:00 AM  Tutorial: Managing & Installing Software with Conda Q
Speak
Speakei Mar e M B peaker
& subMIT A qubit that con
11:00 AM n M Tutorial: Containers for Portable Software Environments Q Speaker: M
Speaker: L vezz
& SUbMIT for cosmological uses
Speaker: Mikt
11:30 AM 12:00 PM Tutorial: Batch Job / Workflow Management: SLURM & HTCondor 9
& Assessing a new analysis with batch jobs
Speaker
Speaker: Z . . )
LI . 500 PM  Open Discussion & Closing Remarks
& & ' B



https://indico.mit.edu/event/1276/

Backup
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Documentation

* How to interact with the system
* Recommendations

* Tutorials & examples

(chatbot)
* Ragging of users guide
* Interactive user support

* Support ticket handling

A2rchi

Start a conversation and explore the power of A2rchi, specially trained on the SubMIT Cluster.
Your chat history will be displayed here.

By using this website, you agree to the terms and conditions.

Enter your question for A2rchi

16

subMIT v1 documentation » User's Guide - subMIT
User’s Guide - subMIT

Contents:

User's guide — subMIT login pool
Getting started

Access to subMIT

Best practices

Available software

Batch computing

User quota and storage at submit
Monitoring at submit

GPU resources

Data backup

Conda and its benefits beyond python
Acknowledging subMIT

Vooens,
\oa"

Next topic Back to the main subMIT webpage.

User's guide — s

po Tutorials and Examples

This Page
sh R Tutorials:

Quick search

Tutorial 0:
Tutorial 1:
Tutorial 2:
Tutorial 3:
Tutorial 4:
Tutorial 5:
Tutorial 6:
Tutorial 7:

Introduction to the UNIX terminal

Common software packages (python, Julia, MATLAB)

Batch Job (HTCondor and Slurm)

Containers (Podman and Singularity)

Source Control (Git/Github) with Visual Studio Code (VSCode)
Debugging Fortran code with Visual Studio Code (VSCode)
Introduction to Pytorch Lightning

Introduction to Snakemake

Examples of scripts can be found on our submit-examples GitHub repository.


https://submit.mit.edu/submit-users-guide/
http://a2rchi.mit.edu:7681/
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