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Outline

• Overview of where we stand and where we are headed

• Which directions theory points us to for modified gravity

• Setting out to explore and model this phenomenology

• Applying this knowledge to plan further tests on GR; what challenges lie ahead?

• Questions & Discussion

“The purpose of PAX-VIII is to better understand what can be done with NG observatories,  
and what are the factors that could limit their scientific potential. PAX is largely  

a discussion-based workshop with very strong involvement of participants.“
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TABLE III. Results of the residuals analysis (Sec. IV A). For indi-
vidual events we list the SNR of the best-fit waveform (SNRGR), 90%
credible upper limit on the remnant coherent network SNR (SNR90),
fitting factor FF90, and p-values calculate from the background analy-
sis.

Events SNRGR Residual SNR90 FF90 p-value

GW191109 010717 17.99 7.05 0.93 0.55
GW191129 134029 14.10 6.35 0.91 0.60
GW191204 171526 17.31 6.53 0.94 0.63
GW191215 223052 12.39 6.01 0.90 0.91
GW191216 213338 19.06 5.56 0.96 0.92
GW191222 033537 12.11 4.87 0.93 1.00
GW200115 042309 12.06 8.65 0.82 0.16
GW200129 065458 26.79 9.67 0.94 0.25
GW200202 154313 12.08 7.49 0.85 0.35
GW200208 130117 11.35 6.26 0.88 0.97
GW200219 094415 10.72 10.23 0.74 0.10
GW200224 222234 19.63 7.89 0.93 0.52
GW200225 060421 14.15 8.25 0.86 0.05
GW200311 115853 16.99 7.11 0.92 0.93
GW200316 215756 11.63 7.17 0.85 0.51

signal and the waveform model IMRPhenomXPHM. The low-
and high-frequency regimes roughly correspond to the inspiral
and postinspiral, respectively, of the dominant mode of the
waveform. To make sure that the two regimes of the signal
have enough information, we calculate the SNR of the inspiral
and the postinspiral parts of the waveform for each event using
their maximum a posteriori parameter values obtained from
the full IMR signal.

We analyze only those signals which have SNRs greater
than 6 in both the inspiral and the postinspiral parts. This
constraint was also used in previous studies [10, 11]. We also
impose an extra mass constraint (1 + z)M < 100 M� as in our
previous analysis of GWTC-2 events [11] to ensure enough
inspiral signal for heavier BBHs. The SNRs for the inspiral
and the postinspiral regimes of the events analyzed are given
in Table IV.

We independently estimate the posterior distributions of the
mass Mf and the dimensionless spin �f of the remnant BH from
both the inspiral and the postinspiral parts of the signal. To
constrain possible deviations from GR, two fractional deviation
parameters �Mf/M̄f and ��f/�̄f are defined, where

�Mf

M̄f
= 2

Minsp
f � Mpostinsp

f

Minsp
f + Mpostinsp

f

,
��f

�̄f
= 2
�insp

f � �postinsp
f

�insp
f + �postinsp

f

, (3)

and M̄f and �̄f denote the mean values of final mass and final
spin obtained from analyzing the inspiral and postinspiral parts
of the signal, respectively. Here the superscripts denote the
inspiral (insp) and the postinspiral (postinsp) portions of the
signal. The 2D posterior distribution of these fractional de-
viation parameters should peak around (0, 0) when the test is
applied to a signal from a quasi-circular BBH coalescence in
GR, given that we use a waveform model for such signals to
analyze the data.
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FIG. 3. Combined results of the IMR consistency test for BBH events
which satisfy the selection criteria (see Table IV and Appendix B).
The combined bounds are obtained assuming the same deviation
for all events. The main panel shows the 90% credible regions of
the 2D posteriors on (�Mf/M̄f ,��f/�̄f ) assuming a uniform prior,
with (0, 0) being the expected value for GR. The side panels show
the marginalized posterior on �Mf/M̄f and ��f/�̄f . The gray distri-
butions correspond to posteriors obtained by combining individual
results. The other colored traces correspond to the O3b events given
in Table IV where the color encodes the median redshifted total mass.

TABLE IV. Results from the IMR consistency test (Sec. IV B). f IMR
c

denotes the cuto↵ frequency between the inspiral and postinspiral
regimes; ⇢IMR, ⇢insp, and ⇢postinsp are the SNR in the full signal, the
inspiral part, and the postinspiral part respectively; and the GR quan-
tile Q2D

GR denotes the fraction of the reweighted posterior enclosed
by the isoprobability contour that passes through the GR value, with
smaller values indicating better consistency with GR. The results are
given only for O3b events which satisfy the selection criteria. See
Appendix B for the updated results on GWTC-2 events.

Event f IMR
c [Hz] ⇢IMR ⇢insp ⇢postinsp Q2D

GR [%]

GW200129 065458 136 25.7 20.1 16.0 1.5
GW200208 130117 98 9.9 7.2 6.8 10.5
GW200224 222234 107 19.4 14.3 13.1 20.7
GW200225 060421 213 12.9 11.1 6.6 1.3
GW200311 115853 122 17.5 13.5 11.0 15.2

The parameter estimation runs employed the IMRPhenomX-
PHM waveform with uniform priors on the redshifted com-
ponent masses and spins. These priors translate into nontriv-
ial priors on �Mf/M̄f and ��f/�̄f . Thus, as in the previous
analysis [11], we reweight the posteriors to obtain uniform
priors on the deviation parameters. We provide our results in
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FIG. 6. 90% upper bounds on the magnitude of the parametrized test coe�cients discussed in Sec. V A. Bounds marked by red diamonds
were obtained with a pipeline based on the model SEOBNRv4 ROM, combining all eligible GWTC-3 events, under the assumption that
deviations take the same value for all the events. Filled (unfilled) gray triangles mark analogous results obtained with GWTC-2 data [11]
using SEOBNRv4 ROM (IMRPhenomPv2). We also show upper bounds obtained through the observation of the binary neutron star signal
GW170817, using the NRTidal extensions of the two aforementioned models [194] as filled (unfilled) blue circles. Horizontal stripes indicate
constraints obtained with individual events, with cold (warm) colors representing low (high) total mass events. The left and right panel show
constraints on PN deformation coe�cients, from �1PN to 3.5PN order. The best improvement with respect to the GWTC-2 bounds is achieved
for the �1PN term, thanks ot the inclusion of the NSBH candidate GW200115 042309.

FIG. 7. Combined GWTC-3 results for the parametrized deviation coe�cients of Sec. V A. Filled distributions represent the results obtained
hierarchically combining all events. This method allows the deviation coe�cients to assume di↵erent values for di↵erent events. Unfilled black
curves represent the distributions obtained in Fig. 6, by assuming the same value of the deviation parameters across all events. Horizontal ticks
and dashed white lines mark the 90% credible intervals and median values obtained with the hierarchical analysis.

Along with this leading-order e↵ect, we have included higher-
order PN terms that appear through the inspiral phase [168,
207] of gravitational waveform.

While Kerr BHs have  = 1 [204–206], compact stars have
a value of  that di↵ers from the BH value, determined by the
star’s mass and internal composition. Numerical simulations
of spinning neutron stars show that the value of  can vary be-
tween ⇠2 and ⇠14 for these systems [208–210]. Moreover, for
currently available models of spinning boson stars,  can have
values ⇠10–150 [211–214]. More exotic stars like gravastars
can even take negative values for  [215]. Hence, an indepen-
dent measurement of  from gravitational-wave observations

can be used to distinguish black holes from other exotic ob-
jects [216–219]. However, to fully understand the nature of
compact objects, one may also include e↵ects such as the tidal
deformations that arise due to the external gravitational field
[220–223] and tidal heating [224–229] along with the spin-
induced deformations, an extensive study of these e↵ects is not
in the scope of this paper.

For a spinning compact binary system, the coe�cients i,
i = 1, 2 represent the primary and secondary components’
spin-induced quadrupole moment parameters. The correlation
of i with the masses and spin parameters of the binary are
evident from Eq. (6), which makes the simultaneous estima-
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FIG. 9. The posterior probability distribution on the spin-induced
quadrupole moment parameter, �s from the events listed in the SIM
column of Table II, passing the selection criteria described in Sec-
tion V B. The black dashed vertical line indicates the BBH value
(�s = 0). The colored vertical lines show the 90% symmetric bounds
on �s calculated from the individual events assuming a uniform prior
ranging between [�500, 500] on �s.

FIG. 10. Joint posterior probability distribution on the spin-induced
quadrupole moment parameter �s from the GWTC-3 events. Bounds
obtained by multiplying the likelihoods (restricted) and by hierarchi-
cally combining events (generic) are shown. The analysis is performed
assuming uniform prior ranging between [-500, 500] on �s.

the e↵ective inpsiral spin parameter of the binary system [231].
As most of the events we observe have small but positive �e↵ ,
the combined posterior and the 90% bounds are expected to
show this feature.

We also consider a case where the analysis is restricted to
only positive �s as is well motivated in the case of neutron
stars [208, 209, 218] and boson stars [211], in this case the
event provides the tightest upper limits is GW191216 213338,
with 90% credible bounds of �s < 10.65.

We show the combined posterior distribution on �s from
all the GW events passing the selection criteria in Fig. 10.
The red curve draws the posterior distribution obtained by
multiplying the likelihoods of each individual signal. In
contrast, the population-marginalized posterior from the hi-
erarchical analysis is shown in the blue curve. Dotted lines
show the 90% symmetric credible intervals, and a dashed line
marks the BBH value (�s = 0). We estimate the combined
symmetric 90% bound on �s considering GWTC-3 events
to be �s = �16.0+13.6

�16.7 and, conditional on positive values,

�s < 6.66 from the joint likelihood analysis. With 90% credi-
bility, we find �s = �26.3+45.8

�52.9 from the hierarchical analysis.
The generic population results constrain �s < 51.85 when
we restrict to positive prior region. Also, we find the hyperpa-
rameters to be consistent with the Kerr BBH hypothesis with
90% credible bounds with µ = �26.8+26.3

�34.1 and � < 41.8. Com-
pared to the previous bounds reported in [11], µ = �24.6+30.7

�35.3
and � < 52.7, the � estimate improves, meaning tighter con-
straints on �s, while the peak of the distribution is shifted
more towards the negative prior region. The shift in the peak
or µ omits the BBH value with the 90% credibility and can
be associated to the poor �s constraints on the negative side
of the prior region from the individual events, emerging from
waveform degeneracies at �s < 0 with a certain region of
the spin parameter space. A future study employing wave-
form models including higher harmonics may help break those
degeneracies and hence to improve our overall parameter es-
timation [231, 233]. Moreover, a more generic approach has
been recently proposed [233] that uses a hierarchical mixture-
likelihood formalism to estimate the fraction of events in the
population that deviated from BBH nature. With the increased
number of detections in the future, it would be more natural to
employ generic approaches that considers the population to be
comprised of BBH and non-BBH subpopulations.

The combined log Bayes factor of log10 BKerr
�s , 0 = 0.9 is

obtained supporting the BBH hypothesis over the hypothesis
of all events being non-BBH. This changes to log Bayes factor
of log10 BKerr

�s > 0 = 2.2 if we only allow �s � 0. The findings
here are all consistent with the results reported in GWTC-2 [11]
although the combined constraints are not directly compatible
due to the di↵erent selection of events.

VI. TESTS OF GRAVITATIONAL WAVE PROPAGATION

GR predicts that GWs propagate nondispersively and hence
they are described by the dispersion relation E2 = p2c2, where
E and p are the energy and momentum of the wave. Detection
of dispersion of GWs can be seen as a signature of modifica-
tions to GR. For example, some of the Lorentz violating theo-
ries of gravity predict a modified dispersion relation [45, 234–
237]. We use a parameterized model [41, 50] for dispersion of
GWs that helps search for the presence of dispersion using the
data without referring to the details of the modified theory.

Our parameterized dispersion relation reads [41]

E2 = p2c2 + A↵p↵c↵ , (9)

where A↵ and ↵ are two phenomenological parameters charac-
terizing dispersion. The modified dispersion relation causes
frequency modes of GWs to propagate at di↵erent speeds,
changing the overall phase morphology of the GW that are
observed with respect to the GR predictions. This can be incor-
porated in the waveform as frequency-dependent corrections
to its phase evolution [10, 41]. Here we assume that the wave-
form obtained in the local wave zone [238] of the system is
consistent with GR [10].

For di↵erent choices of ↵, the modified dispersion leads to
a deviation in the GR phasing formula. For example, ↵ = 0
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TABLE VII. Results for the modified dispersion analysis (Sec. VI). The table shows 90%-credible upper bounds on the graviton mass mg and
the absolute value of the dimensionless phenomenological parameter Ā↵ = A↵/eV2�↵. QGR = P(A↵ < 0) denotes the quantiles corresponding to
GR hypothesis. The < and > labels denote the bounds on |Ā↵| for A↵ > 0 and A↵ < 0 respectively. We also included bounds computed from
GWTC-2 [10, 11] for comparison.

mg |Ā0| |Ā0.5| |Ā1| |Ā1.5| |Ā2.5| |Ā3| |Ā3.5| |Ā4|
[10�23 < > QGR < > QGR < > QGR < > QGR < > QGR < > QGR < > QGR < > QGR
eV/c2] [10�45] [%] [10�38] [%] [10�32] [%] [10�26] [%] [10�14] [%] [10�8] [%] [10�2] [%] [104] [%]

GWTC-2 1.76 1.75 1.37 66 0.46 0.28 66 1.00 0.52 79 3.35 1.47 83 1.74 2.43 31 1.08 2.17 17 0.76 1.57 12 0.64 0.88 25
GWTC-3 1.27 1.88 0.89 86 0.51 0.19 91 1.16 0.32 96 3.69 0.93 98 1.16 2.95 13 0.66 2.33 2 0.45 1.16 7 0.30 0.74 15
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FIG. 12. Results for the modified dispersion analysis (Sec. VI).
The scatter plot of 90% credible upper bounds on the modulus of
deviation parameters A↵. The one-sided bounds are computed for
positive and negative values of the parameters separately. Filled
(open) diamond markers represent the GWTC-3 bounds including
(excluding) the events GW200219 094415 and GW200225 060421.
The gray markers in the background denoted the numbers obtained
from the previous analysis [11].

of a signal s̃( f ) and noise ñ( f ), or alternatively, as

d̃( f ) = F h̃( f ) + ñ( f ), (10)

where s̃( f ) = F h̃( f ), F 2 RD⇥M are the beam pattern func-
tions of the detectors and h̃( f ) 2 CM are the signal’s polariza-
tion modes. We could interpret the gravitational-wave signal
as a geometric projection on the subspace spanned by the basis
vectors of F . By projecting the data on the subspace orthogo-
nal to these vectors, one can then construct null streams, i.e.,
linear combinations of the data containing no information on
the signal [241, 242]. Given D detectors, it is possible to con-
struct at most D � M null streams. The projection operation
can be formalized through the introduction of a null operator
P [243]

P = I � F (F †F )�1F †, (11)

where I is the identity matrix and † denotes conjugate trans-
pose. The quantities F depend on the sky location of the
signal, as well on the polarization angle and event time and, by
construction, P s̃( f ) = 0.

At least M + 1 detectors are needed to apply the null stream
method in the most generic case, although for specific sky

locations less detectors will su�ce to test certain polariza-
tion hypotheses [244, 245]. The beam pattern functions of
the breathing and longitudinal scalar modes are not linearly
independent, and thus the maximum number of independent
polarization modes is five [246, 247]. Consequently, past anal-
yses [7, 9, 11, 248] tested only pure polarization hypotheses,
as these are fully characterized by two polarisation modes at
most, and in this case it is possible to construct a null stream
with the strain measured by three detectors.

In this work, we use a method that allows tests of mixed
polarization states with 2 and 3 detectors [249]. This enables
all our events to be used to compute combined Bayes factors,
while the previous analysis [11] was restricted to 3-detector
events. The method builds upon an e↵ective antenna pattern
function F̄ 2 CD⇥L that is constructed from a subset of L < M
polarization modes. For each hypothesis to be tested, the rele-
vant polarization state is projected into the chosen basis: thus,
one orthogonalizes the data with respect to a smaller subspace
spanned by the basis modes, rather than the assumed polar-
ization modes. Each polarization mode h̃m can be rewritten
as a linear combination of the basis modes, plus an additional
orthogonal component

h̃m( f ) =
LX

k=1

Ckmh̃k,k( f ) +C?mh̃?( f ), (12)

with Ckm,C?m 2 C. We perform the null projection with respect
to the subspace spanned by the component of the beam pattern
vectors parallel to the basis mode(s). Therefore, the method is
sensitive to any component of a given polarization hypothesis
that is parallel to the chosen basis modes(s). The subspace
removed by the null projection does not need to coincide with
the polarization subspace of the hypothesis being tested.

We will conduct analyses employing either one (L = 1)
or two (L = 2) basis modes. The L = 2 parameterization
allows more freedom in the choice of the basis modes, but
at the cost of a weaker distinguishability between di↵erent
polarization hypotheses. The subspaces spanned by the beam
pattern function vectors for di↵erent hypotheses, in fact, will
generally have a larger overlap in the L = 2 than in L = 1
case. The polarization content is constrained to be a linear
combination of the basis modes and, therefore, the L = 1
analysis is expected to produce more stringent results, due to
the strongest constraints imposed on the signal. On the other
hand, the L = 2 analysis will be able to capture orthogonal
components missed by the L = 1 analysis.

Right ascension, declination and polarization angle are free
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FIG. 6. Exclusion regions in the boson mass (mb) and black hole mass (MBH) plane for an assumed distance of D ¼ 1 kpc (left) and
D ¼ 15 kpc (right), and an initial black hole dimensionless spin χi ¼ 0.9. For D ¼ 1 kpc, three possible values of the black hole age,
tage ¼ 103; 106; 108 years, are considered; for D ¼ 15 kpc, tage ¼ 103; 104.5; 106 years are considered.

FIG. 7. Same as Fig. 6 but for black hole initial spin χi ¼ 0.5. The assumed distance is D ¼ 1 kpc (left), and D ¼ 15 kpc (right).

FIG. 8. Maximum distance at which at least 5% of a simulated population of black holes with a boson cloud would produce a
gravitational-wave signal with strain amplitude larger than the upper limit in the detectors. The left plot refers to a maximum black hole
mass of 50 M⊙, while the right plot to a maximum mass of 100 M⊙. The different colored markers correspond to different system ages,
ranging from 103 years to 107 years, as indicated in the legend. The alignment of points for different ages at the smallest boson masses
(and distances) is the result of a discretization effect due to the finite size grid used in distance.
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The 90% credible intervals(Veitch et al. 2015; Abbott et al.
2017e) for the component masses (in the m m1 2. convention)
are m M1.36, 2.261 � :( ) and m M0.86, 1.362 � :( ) , with total
mass M2.82 0.09

0.47
�
�

:, when considering dimensionless spins with

magnitudes up to 0.89 (high-spin prior, hereafter). When the
dimensionless spin prior is restricted to 0.05- (low-spin prior,
hereafter), the measured component masses are m 1.36,1 � (

M1.60 :) and m M1.17, 1.362 � :( ) , and the total mass is

Figure 2. Joint, multi-messenger detection of GW170817 and GRB170817A. Top: the summed GBM lightcurve for sodium iodide (NaI) detectors 1, 2, and 5 for
GRB170817A between 10 and 50 keV, matching the 100 ms time bins of the SPI-ACS data. The background estimate from Goldstein et al. (2016) is overlaid in red.
Second: the same as the top panel but in the 50–300 keV energy range. Third: the SPI-ACS lightcurve with the energy range starting approximately at 100 keV and
with a high energy limit of least 80 MeV. Bottom: the time-frequency map of GW170817 was obtained by coherently combining LIGO-Hanford and LIGO-
Livingston data. All times here are referenced to the GW170817 trigger time T0

GW.

3
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TABLE II. Waveforms subtracted to study residuals in Sec. IV A.

Event Ref. Approximant Ref.

GW190412 [111] IMRPhenomPv3HM [112, 113]
GW190521 [82, 83] NRSur7dq4 [106]
GW190814 [66] IMRPhenomPv3HM [112, 113]

All others [16] IMRPhenomPv2 [98–100]

multiplying likelihoods from individual events [50], as done
in [15]. Equation (1) may then be interpreted as a posterior on
the value of x, and is identical to the combined posteriors as
computed in [15]. In the sections below, we present both types
of combined results (inferred �, and fixed � = 0), facilitating
comparisons to previously reported constraints. For a concrete
demonstration of the usefulness of the hierarchical approach
see Sec. IV B (and the related Appendix B), where we show
how this technique succesfully identifies a subset of signals not
conforming to the null hypothesis (due to known systematics,
in this case), while the multiplied-likelihood approach does
not.

Finally, under certain circumstances, statements from the set
of measurements may be obtained by studying the empirical
distribution of some detection statistic for a frequentist null
test of the hypothesis that GR is a good description of the data.
As for the residuals test (Sec. IV A), this may be done if the
analysis yields a distribution of p-values, obtained by compar-
ing some detection statistic against an empirical background
distribution for each event. If the null hypothesis holds, we
expect the resulting p-values to be uniformly distributed in the
interval [0, 1]. Agreement with this expectation can be quanti-
fied through a meta p-value obtained through Fisher’s method
[129]. It can also be represented visually through a probability-
probability (PP) plot, displaying the fraction of events yielding
p-values smaller than or equal to any given number: under
the null hypothesis, the PP plot should be diagonal (see also
Appendix A).

IV. CONSISTENCY TESTS

A. Residuals test

A generic way of quantifying the success of our GR wave-
forms in describing the data is to study the residual strain after
subtracting the best-fit template for each event [130]. Resid-
ual analyses are sensitive to any sort of modeling systematics,
whether they arise from a deviation from GR or more pro-
saic reasons. Results from similar studies were previously
presented in [5, 15, 66, 83].

We follow the procedure described in [15]. For each event
in our set, we subtract the maximum likelihood (best-fit) GR-
based waveform from the data to obtain residuals for a 1 s
window centered on the trigger time reported in [16]. Except
for the three events detailed in Table II, we obtain the GR
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FIG. 1. Upper limit on the residual network SNR (SNR90) for each
event, as a function of SNR recovered by the maximum-likelihood
template (SNRGR), with the corresponding p-value shown in color
(see Table III). Solid (empty) markers indicate events detected in
O3a (O1 or O2). Diamonds highlight the O3a events yielding the
highest (GW190727 060333) and lowest (GW190421 213856) p-
values, p = 0.97 and p = 0.07 respectively.

prediction using the IMRPhenomPv2 waveform family.2 We
then use BayesWave to place a 90%-credible upper-limit on
the leftover coherent signal-to-noise ratio (SNR). To evaluate
whether this value, SNR90, is consistent with instrumental
noise fluctuations, we measure the coherent power in 193 sets
of noise-only detector data around each event. This yields a p-
value for noise-producing coherent power with SNRn

90 greater
than or equal to the residual value SNR90, i.e., p = P(SNRn

90 �
SNR90 | noise).

Our results for O3a events are summarized in Table III (see
Table II in [15] for O1 and O2 events). For each event, we
present the values of the residual SNR90, as well as the corre-
sponding fitting factor FF90 = SNRGR /(SNR2

res + SNR2
GR)1/2,

where SNRres is the coherent residual SNR and SNRGR is the
SNR of the best-fit template. This quantifies agreement be-
tween the best-fit template and the data as being better than
FF90 ⇥ 100% [5, 15]. Table III also shows the SNR90 p-values.

Figure 1 displays the SNR90 values reported in Table III as
a function of the SNR of the best-fit template, with SNR90
p-values encoded in the marker colors; events preceding O3
are identified by an empty marker (see Table II in [15]). If the
GR model is a good fit for the data, the magnitude of SNR90
should depend only on the state of the instruments at the time
of each event, not on the amplitude of the subtracted template.
This is consistent with Fig. 1, which reveals no sign of such a
trend.

The variation in SNR90 is linked to the distribution of the
corresponding p-values, as suggested by Fig. 1. The O3a event
yielding the highest (lowest) p-value is GW190727 060333
(GW190421 213856) with SNR90 = 4.88 and p = 0.97

2 For GW190814, we also used SEOBNRv4PHM, which yielded results
consistent with IMRPhenomPv3HM [66].
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TABLE XI. Base-ten logarithms of Bayes factors for di↵erent po-
larization hypotheses: full-tensor versus full-vector (log10 BT

V ), and
full-tensor versus full-scalar (log10 BT

S ). These results were obtained
with the waveform independent method described in Sec. VIII. They
are less informative than those in [13–15] because the present method
does not attempt to track the signal phase across time.

Event log10 BT
V log10 BT

S

GW170809 0.078 0.421
GW170814 �0.032 0.740
GW170818 0.002 0.344

GW190408 181802 0.076 0.480
GW190412 0.079 0.539
GW190503 185404 �0.072 1.245
GW190512 180714 �0.024 0.346
GW190513 205428 0.139 1.380
GW190517 055101 0.008 0.730
GW190519 153544 0.067 0.799
GW190521 0.093 1.156
GW190602 175927 �0.064 0.373
GW190706 222641 0.052 0.771
GW190720 000836 0.034 0.074
GW190727 060333 0.087 1.024
GW190728 064510 �0.024 0.083
GW190828 063405 0.063 0.851
GW190828 065509 �0.034 0.084
GW190915 235702 0.020 1.238
GW190924 021846 �0.051 0.384

and scalar antenna patterns [88, 253]. A null stream is a linear
combination of the data streams from di↵erent detectors that
is known to be free of true GWs with a given helicity and
sky location, irrespective of the GW waveform. Any excess
power remaining in the null stream must have been produced
by a GW signal whose helicity or sky location is not what was
assumed. We quantify such excess power by means of the null
energy, as defined in [87]. If the polarization modes and the sky
location of the GW signal are correctly specified, this quantity
will fluctuate solely due to instrumental noise and will follow
a �2 distribution [87]. This provides a likelihood function
for the hypothesis that the data contain a signal with a given
helicity and sky location. By marginalizing over the source
location, we may obtain the evidences of di↵erent polarization
hypotheses and compute Bayes factors comparing them. We
take a uniform distribution over the celestial sphere as our sky-
location prior, and compute evidences through an extended
version of the BANTAM pipeline presented in [88].

In Table XI, we present the resulting Bayes factors for full-
tensor versus full-vector (BT

V ), and full-tensor versus full-scalar
(BT

S ). None of the signals analyzed favor either of the non-
GR hypotheses (full-vector, or full-scalar) to any significant
degree. The Bayes factors in Table XI are less informative
than those in [13–15] because the present method does not
attempt to track the signal phase across time, relying only on
signal power added incoherently across time–frequency pixels

0.00 0.25 0.50 0.75 1.00 1.25

log10 BT
V/S (tensor vs non-tensor)

Vector Scalar

FIG. 15. Distribution of log10 Bayes factors for di↵erent polarization
hypotheses: full-tensor versus full-vector (red), and full-tensor versus
full-scalar (blue). The horizontal axis of this strip plot represents the
logarithm of BT

V/S in Table XI, with each red/blue marker correspond-
ing to a single event; the vertical axis carries no meaning. Values
of log10 BT

V/S < 0 indicate a preference for the nontensor hypothe-
sis (hatched region). The di↵erent spreads of the sets of markers
are as expected for GR signals and no event reaches large negative
values of log10 BT

V/S , meaning all signals are consistent with tensor
polarizations.

of the null stream [87]. The events yielding the lowest Bayes
factors are GW190503 185404 and GW190720 000836, with
log10 BT

V = �0.072 and log10 BT
S = 0.074 respectively; on

the other hand, the event yielding the highest Bayes factors is
GW190513 205428 for both vector and scalar, with log10 BT

V =

0.139 and log10 BT
S = 1.380 respectively.

The distributions of log10 BT
V and log10 BT

S are as expected
from GR signals with the observed SNRs [259]. As is clear
from Fig. 15, the scalar results more decisively favor the tensor
hypothesis than the vector ones. The asymmetry between the
vector and scalar results is explained by the intrinsic geometries
of the LIGO–Virgo antenna patterns, which make scalar waves
easier to distinguish [259]. As in previous studies, we conclude
there is no evidence for pure vector or pure scalar polarizations.

IX. CONCLUSIONS AND OUTLOOK

GWs give us an opportunity to observationally probe the
nature of gravity in its strong-field, dynamical regime, which
is di�cult to access by other means. With an ever-growing
number of detections, we are now able to put GR to the test
with increasing precision and in qualitatively new ways. In this
paper, we presented eight tests of GR and the nature of BHs
using signals from the latest LIGO–Virgo catalog, GWTC-2
[16]. These tests leverage di↵erent aspects of GW physics to
constrain the null hypothesis that our signals were produced by
merging Kerr BHs in agreement with Einstein’s theory, and that
our GR-based models are su�cient to capture their behavior.
We find that all of the LIGO–Virgo detections analyzed are
consistent with GR, and do not find any evidence for deviations
from theoretical expectations, or unknown systematics.

We began by checking the consistency of the data with the
GR prediction in a generic way through the residuals and IMR
consistency tests (Sec. IV). We found that, for all events, resid-
ual data obtained after subtracting a best-fit GR waveform
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timated with this method; this leads to an overestimate
of Ai by ⇠ 10%, in turn leading to an underestimate of
Af/Ai. Further biasing the median is the fact that the
simulated signal used here has q = 1. Since this is on the
boundary of allowed parameter space, the median of the
posterior distribution can only ever overestimate q, again
leading to an underestimate of Af/Ai. The chirp mass
is well measured, therefore an overestimate in the mass
ratio leads to an overestimate in the total mass as well.
Finally, as seen in Figure 5, our prior on Af/Ai strongly
favours a violation of the area theorem. The prior fol-
lows from the uniform prior on the inspiral masses and
spins and the uniform prior on the ringdown frequency
and damping time. This also shifts the posterior distri-
bution to smaller values of Af/Ai, though the e↵ect is
small compared to the e↵ect of the systematic bias.

Overall, the systematic bias in the area increase is less
than the statistical error. Furthermore, as the bias is
toward violations of the area theorem, it is a conservative
error when evaluating the credible interval to which the
signal is consistent with the area theorem.

Given the measured initial parameters from the inspi-
ral analysis, one can obtain the expected area change
for each point in the initial distribution using the fitting
formulae in [47]. A direct comparison of the expected
change with the measured change indicates the level of
agreement of the final object with the fitting formulae,
and therefore with general relativity. If the final object
agrees with general relativity, the ratio between the mea-
sured and the expected values should be 1. The bottom
panel in Figure 5 shows this ratio for the area change,
�A = Af � Ai.

The independent measurements of the initial and final
mass performed in this work also allow for estimating
the energy radiated away by the system. The top panel
in Figure 7 shows the posterior distribution in the en-
ergy radiated away, �E = Ei �Ef , for both current and
future Advanced LIGO sensitivities. The shaded region
indicates the 29% bound derived from the area increase
law. Similar as with the area change, one can compare
the measured energy radiated, �Emeasured, with the re-
sult one would obtain making use of the fitting formulae
in [47], �Eexpected. The bottom panel in Figure 7 shows
the ratio between these two energies.

As can be seen by comparison of Figure 5 and Figure 7,
the measurement of the area increase is more accurate
than the measurement of the energy radiated. This can
be understood from the lines of constant area shown in
Figure 8. The area follows the ringdown posteriors bet-
ter than the mass at positive spins, which are expected
for two initially non-spinning black holes. Furthermore,
we can expect the measurement of the area to be even
sharper for highly aligned spinning black holes.

FIG. 7. (Top) Posterior distribution on the energy radi-
ated during the coalescence. The red line indicates the ex-
pected value for the injected parameters, Ei � Ef ' 3.4M�.
The shaded region shows the theoretical limit of 29% in
the energy emitted. (Bottom) Distribution of the ratio
�Emeasured/�Eexpected. The expected radiated energy is
given by the initial parameters obtained in the inspiral anal-
ysis and the corresponding expected final parameters from
the fitting formulae in [47]. The vertical red line indicates
agreement between the measured and the expected values,
i.e. �Emeasured/�Eexpected = 1.

V. SIMULATING VIOLATIONS OF THE AREA
THEOREM

In this Section we explore if we would be able to mea-
sure a violation of the area increase law with the method
described above. We do not explore here how this vi-
olation could happen, but only if we would be able to
measure a violation. For this purpose we compare our
inspiral measurements with lower-mass ringdown signals.
The spin of the final object is only dependent on the
mass ratio and the spins of the initial objects. Chang-
ing the total mass of the binary will yield di↵erent final
mass but the same final spin. Therefore, we find that



Where we are headed
• Much higher event rates

• High-SNR measurements

• Both in inspiral and ringdown/postmerger

• Larger distances (propagation, cosmology, astro-pop)

• Expand frequency range to lower and higher freqs

• Sensitivity to non-compact-binary observations

• ET Science Case

• CE Horizon Study

3 Overview

Figure 3.4: Astrophysical horizon of current and proposed future detectors for compact binary systems.
As in the bottom of Fig. �.�, the lines indicate the maximum redshift at which a detection with signal-to-
noise ratio � could be made. The detectors shown here are Advanced LIGO during its third observing run
(“O�”), Advanced LIGO at its anticipated sensitivity for the fifth observing run (“A+”), a possible cryogenic
upgrade of LIGO called Voyager (“Voy”), the Einstein Telescope (“ET”), and Cosmic Explorer (“CE”, see
§� for observatory descriptions). The yellow and white dots are for a simulated population of binary
neutron star mergers and binary black hole mergers, respectively, following Madau and Dickinson [��]
with a characteristic binary merger time of ���million years.
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Modifications of Gravity

•   

With standard physics assumptions - two essential types: 

UV Modifications IR Modifications

Low energy gravity propagated by massless spin-2 gravity, 
minimally coupled to matter+ dark matter

No new degrees of freedom 
at curvature scales/length scales probed by 
observed gravitational sources

New light degrees of freedom 
Masses of d.o.f. small compared to 
curvature scales/length scales probed by 
observed gravitational sources

With non-standard physics assumptions

Lorentz violating - e.g. Einsten-aether, Horava-Lifshitz, cuscaton, 
Lorentz violating massive gravity, ghost condensate, solid EFTs

Non-locality - e.g. firewalls? Modification of horizon, gravitational echoes  

Andrew Tolley — Imperial College London



Application to EFT of Gravity
Corrections from EFT of gravity have been investigated for GW physics

dim-6 dim-8

Sennett, Brito, Buonanno, 
Gorbenko, Senatore, 1912.09917

corresponding to cutoff 
݉ ~ 10-13eV

e.g. correction to corresponding chirp mass from GW signal 
from dim-8 operators 

Observability of Dim-6 EFT

Tolley, Zhang, CdR 2112.05054, PRL (2022)

Black Hole mass

m

ET & LVT, BHs at 300Mpc
LISA, BHs at 3Gpc and 26Gpc

Increasing ݉, 
means reducing EFT contributions

Decreasing ݉,
means EFT runs out of control faster 
( ௙݂ smaller) hence less data available 

LVT

UV Modifications
UV modifications well captured by EFT framework

To be observable scale         (massess of UV d.o.f) needs to be dangerous low!!!!!!!!

Implies existence of massive higher spins states s >=2,  or strongly coupled physics 
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dim=6 dim=8dim=4

dim=4 Field redefinable but affects coupling to 
matter so still observable for e.g. neutron stars

dim=8

e.g. Sennett et al. 1912.09917 
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⇤3 = (H2
M)1/3 ⇠ 1000km

Example physical effects: 

Many IR theories have a Rich phenomenology that has barely been worked theoretically or 
numerically!!  HUGE PHYSICS POTENTIAL!!

• Modification of dispersion relation (mass, Lorentz violating, environmental)
• Additional polarizations (6 or even more if multiple spin-2)
• Modified radiated gravitational power, differing multipole fall off
• Gravitational Birefringence + Graviton oscillations (e.g. multiple spin-2)
• Modification of horizon geometry, multiple effective horizons
• Fifth forces, modification of orbits, equivalence principle violations
• Gravitational Black Hole Hair, Superradiance
• Environment dependent modifications (e.g. chameleon and Vainshtein screening)

⇤2 = (HM)1/2 ⇠ 1 micronEIR ⇠ H

New light gravitationally couples states - common motivation is cosmological
new physics at Hubble + intermediate scales

⇤N ⇠
�
H

N�1
M

� 1
N

IR Modifications

New light spin-0 states: Brans-Dicke/scalar-tensor, Galileon, Axion, Dilaton, String Moduli, D-
branes, Horndeski, DHOST, Dynamical GB, Dynamical Chern-Simons, Symmetron, 
Chameleon, f(R) theories.
New spin-1 states: Generalized Proca, Proca-Nuevo (+ Beyond), Massive Gravity, Solid EFTs.
New spin-2 states: Large extra dimensions, KK modes, Braneworlds (DGP, warped gravity), 
Massive Gravity, Bi-gravity, String-states, strongly coupled CFTs



Source Modelling beyond GR

My guiding principle: How do we need to improve our (beyond-
GR) models to leverage precision GW measurements with 3G?

Tests of general relativity

Helvi Witek – University of Illinois at Urbana-Champaign

Luis/Anuradha: guiding principle for discussion: 
 “What can we do better with 3G?”

But: Waveform systematics in GR will become 
already become important in O5

See also Snowmass 2021 CF White Paper  
[Foucart, Laguna, Lovelace, Radice, Witek ‘22] 



Waveform modelling beyond GR – Techniques
Theory-specific 
(post-Newtonian, numerical relativity, perturbation) 

• Tests against prediction in specific theories 
• Informs theory-agnostic model building 
• BUT: slow and resource-intensive 

Theory-agnostic (parametrized post-Newtonian/-Einsteinian, …) 

• Captures general features present in classes 
of beyond-GR theories 

• More efficient to identify a non-GR feature 
• BUT: No direct mapping to beyond-GR model

Abbott+, PRL 116, 061102 (2016) 



Waveform modelling beyond GR – Status

BBH and massive scalars [Cheng, Ficarra, HW in prep] BBH in Gauss-Bonnet [Shiralilou et al ‘21] BBH in Gauss-Bonnet [Corman, East, Ripley in prep]

BBH in higher derivative gravity [Cayuso et al in prep]

BBH in dynamical Chern-Simons [Okounkova et al ‘17]
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Discussion items: source modelling beyond GR
• Proof-of-principle (base) calculations in some beyond –GR models ☺ 
• Construct inspiral-merger-ringdown waveforms with Phenom/EoB/… 

“We need the same accuracy as for GR to do meaningful tests” 
 <-> “This is not feasible” 
• NR Waveform catalogs – parameter space coverage? 

Same as GR (1000s /theory)? Cornerstones for parametrized models (100 / theory)? 

• How far beyond 2PN (in scalar-tensor and scalar Gauss-Bonnet)?  

• What are we testing? How well do we understand our standard model GR? 
(eccentricity, precession, high-mass ratio environmental effects, …)  
See also afternoon discussion



Gregorio Carullo

TESTS POSSIBLE WITH 3G, BUT NOT WITH 2G  
(OR SPACE-BASED) DETECTORS? 

 
NEW CHALLENGES ARISING?



Gregorio Carullo

BNS POST-MERGER 
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• Only basic features understood. Phase transitions? 

• Rewards: high curvature, ECOs more plausible at low .M
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• Inspiral constrains par. space:  
known phenomenology per 
signal?

•  Smoking-gun signatures for 
GR/SM violations?

• Echoes, also possible for 
ultracompact stars.

•  exceeding upper bound?tcoll
Breschi+, 2205.09112 - 2205.09979Pani-Ferrari, 1804.01444



Gregorio Carullo

HORIZON ABSORPTION
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• Will start to be meaningfully measurable only by 3G or LISA.

• Currently, using slowly-varying  
perturbations. EOB: resummed . 
Accuracy for comparable/ 
intermediate q?

• Eccentricity boost to  
this measurement?

ℱH

Poisson-Chatziioannou-Yunes, 1211.1686 
Cardoso+, 1701.01116   Maselli+, 1703.10612  
Lai-Li, 1807.01840            Datta+, 1910.07841

Current precision 1 ± 20



Gregorio Carullo

MISC.
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• Which effects may spoil sub-population searches  
(e.g. different tidal-deformabilities for different signals)?  
Probability of contamination?

• Lensing distorsions, overlapping signals

• “Environmental” effects: matter (baryonic, dark, charged), third 
companion… Causing observable ringdown spectral instabilities?

• Prospects for observing ~extremal BHs? Rates?

• Light ring closer to horizon —> ringdown probes horizon physics

• “Cold” system: long-lived perturbations —> development of non-
linearities?



Questions for Discussion
• How do we expect a discovery to appear? 

- null vs theory-agnostic vs theory-specific 
- golden binary vs cumulative effect 

• How can we quantify the propagation of 
uncertainties from NR to models to 
inference? 

• Vacuum vs Matter: should we focus on the 
simplicity of BHs or the richer potential of 
NS? 

• What non-CBC types or sources are 
promising for tests of GR? How can we 
prepare for such a scenario?

• How much to invest in NR campaigns for 
modGR? How do we pick our targets?

• Will parameter dependence hinder or boost 
our ability to test GR vs alternatives?

• How do environmental factors affect our 
testingGR potential? Should we be worried?

• What extremely promising extremes are 
there, that are worth exploring?


