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AI/ML in the context of QCD theory

Phiala Shanahan, MIT2

Applications of AI/ML target almost all facets of QCD theory  

• Data analysis  
i.e., global fits, classification, interpretation, … 

• First-principles theory  
i.e., Lattice QCD, perturbative QCD, EFT, nuclear many-body, … 

Machine learning is a class of tools for optimising the parameters of 
complex models 

• Given data: describe/model/approximate data, identify correlations/features, … 

• Without data: approximate known or unknown functions, reinforcement-based 
optimisation… 

1.

2.



AI/ML in the context of QCD theory

Phiala Shanahan, MIT3

Applications of AI/ML target almost all facets of QCD theory  

• No time for a review (or even summary) of the state-of-the-art:  
examples only. See many focused workshops on this issue 

Computational Nuclear Physics and AI/ML Workshop

• Organized by:
• Alessandro Lovato (ANL)
• Joe Carlson (LANL)
• Phiala Shanahan (MIT) 
• Bronson Messer (ORNL)  
• Witold Nazarewicz (FRIB/MSU) 
• Amber Boehnlein (JLab)
• Peter Petreczky (BNL)
• Robert Edwards (JLab)
• David Dean (JLab) 

• 6-7 September 2022 at SURA in Washington, DC

• 60 registered participants (40 in person, 20 on line), including DOE representation

• https://indico.jlab.org/event/581/
• All talks archived
• Short white paper being prepared for the LRP

Computational NP workshop 1
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Data analysis example #1:  
Global fits to parton distribution functions

4 Phiala Shanahan, MIT
[Eur.Phys.J.C 82 (2022), 2109.02653; Eur. Phys. J. C 79 (2019), 1904.00018]

Machine Learning in PDF determination: NNPDF4.0

Juan M Cruz-Martinez

PDFN 3
Machine Learning • PDFs • QCD

NNPDF
Eur.Phys.J.C 82 (2022); hep-ph/2109.02653

Transversity 2022, Pavia

This project has received funding from the EU’s Horizon 2020 research and innovation programme under grant agreement No 740006.

Juan Cruz-Martinez (University of Milan) NNPDF4.0 Transversity 2022 1 / 18

Global fits 

• Neural network parameterisations 
of nucleon and nuclear PDFs 

• ML approach allows efficient 
exploration of a large class of 
functional parameterisations 

• EIC will significantly reduce 
uncertainties in nuclear PDFs at 
low x

1. AI/ML for data analysis (theory)

g(x, Q0, A) =
x

ln 1/x

ξ(3)
1ξ(1)

1

ξ(1)
2

ξ(2)
1

ξ(2)
2

ξ(2)
25

A ξ(1)
3

Bgx−αg(1 − x)βg ξ(3)
1

nNNPDF1.0

ξ(3)
2

ξ(3)
3

Σ(x, Q0, A) =
x−αΣ(1 − x)βΣ ξ(3)

2

T8(x, Q0, A) =
x−αT8(1 − x)βT8 ξ(3)

3

Figure 3.2. Schematic representation of the architecture of the feed-forward neural network used in the
nNNPDF1.0 analysis to parameterize the x and A dependence of ⌃, T8, and g at the initial scale Q0. The
architecture is 3-25-3, where the values of the three input neurons are x, ln 1/x, and A, and the values
of the output layer neurons correspond to the input nPDFs: g(x,Qa, A), ⌃(x,Q0, A), and T8(x,Q0, A).
For the input and hidden layer, a sigmoid function is used for neuron activation, and a linear activation
is used for the final output layer.

parameterized PDFs so that in this case, three independent neural networks would be required:

x⌃(x,Q0, A) = x�↵⌃(1 � x)�⌃NN⌃(x,A) ,

xT8(x,Q0, A) = x�↵T8 (1 � x)�T8NNT8(x,A) , (3.1)

xg(x,Q0, A) = Bgx
�↵g(1 � x)�gNNg(x,A) .

However, in this work we use instead a single artificial neural network consisting of an input
layer, one hidden layer, and an output layer. In Fig. 3.2 we display a schematic representation of
the architecture of the feed-forward neural network used in the present analysis. The input layer
contains three neurons which take as input the values of the momentum fraction x, ln(1/x), and
atomic mass number A, respectively. The subsequent hidden layer contains 25 neurons, which
feed into the final output layer of three neurons, corresponding to the three fitted distributions
⌃, T8 and g. A sigmoid activation function is used for the neuron activation in the first two layers,
while a linear activation is used for the output layer. This latter choice ensures that the network
output will not be bounded and can take any value required to reproduce experimental data.
The output from the final layer of neurons is then used to construct the full parameterization:

x⌃(x,Q0, A) = x�↵⌃(1 � x)�� ⇠(3)

1
(x,A) ,

xT8(x,Q0, A) = x�↵T8 (1 � x)�T8 ⇠(3)

2
(x,A) , (3.2)

xg(x,Q0, A) = Bgx
�↵g(1 � x)�g ⇠(3)

3
(x,A) ,

where ⇠(3)

i represent the values of the i-th neuron’s activation state in the third and final layer
of the neural network.

Overall, there are a total of Npar = 178 free parameters (weights and thresholds) in the
neural network represented in Fig. 3.2. These are supplemented by the normalization coe�cient
Bg for the gluon nPDF and by the six preprocessing exponents ↵f and �f . The latter are fitted
simultaneously with the network parameters, while the former is fixed by the momentum sum

14



Data analysis example #2:  
Detect nature of QCD transition in heavy-ion collisions

5 Phiala Shanahan, MIT

1. AI/ML for data analysis (theory)

[Nature Commun. 9 (2018) 1, 210, 1612.04262]

Classification 

• Neural network trained to 
identify nature of equation-of-
state from heavy-ion collision 
data 

• Successful proof-of-principle 
using hydrodynamics simulation 
data 

• Based on identifying complex 
correlations in input data

9

can be regarded as numerical experimental data. Hence, analyzing real experimental data

is possible with straightforward generalizations of the current prototype setup.

A. Network architecture

FIG. 3. Our convolution neural network (CNN) architecture for identifying the QCD transition by

using particle spectra with 15 transverse momentum pT bins and 48 azimuthal angle � bins.

Our CNN architecture is shown in Fig. 3. The input ⇢(pT ,�) consists of 15 pT -bins

and 48 �-bins. We use two convolutional layers each followed by batch normalization [39],

dropout [40] with a rate 0.2 and PReLU activation [41]. These technical terms are briefly

explained in the supplementary materials. In the first convolutional layer, there are 16

filters of size 8 ⇥ 8 scanning through the input ⇢(pT ,�) and creating 16 features of size

15⇥ 48. These features are further convoluted in the second convolutional layer that has 32

filters of size 7⇥ 7⇥ 16. The weight matrix of both convolutional layers are initialized with

normal distribution and constrained with L2 regularization [42]. In a convolutional layer,

each neuron only locally connects to a small chunk of neurons in the previous layer by a

convolution operation – this is a key reason for the success of the CNN architecture. Dropout,

batch normalization, PReLU and L2 regularization work together to prevent overfitting

In: Final-state particle distributions in longitudinal 
momentum (rapidity), transverse momentum and 
azimuthal angle 
Out: Identification of class of equation-of-state  



Data analysis example #3:  
Learn parton branching mechanism from simulated data 

6 Phiala Shanahan, MIT

1. AI/ML for data analysis (theory)

[Phys.Lett.B 829 (2022), 2012.06582]

Interpretation 

• Generative network trained using DGLAP-
based parton shower Monte Carlo event 
generator 

• Explainable/“white-box” architecture 
identifies physics of individual splitting 
processes 

• Future applications incl. modification of the 
vacuum parton shower in heavy-ion collisions 
or electron-nucleus collisions at EIC

4

FIG. 4. Comparison of the momentum fraction z, i.e. the Altarelli-Parisi splitting function Pg!gg(z) (left) and the relative
splitting angle ✓ (middle) of the first four splittings from the parton shower and the GAN for Q = 200� 800 GeV. In addition,
we show the ✓ distribution for three di↵erent values of Q for the first splitting (right).

consider the underlying physics by sampling from the dif-

ferent layers of the network. To quantify the agreement

between the shower and the GAN, we consider three

kinematic variables (Z,⇥,�) which characterize the fi-

nal distribution of particles. The result of the GAN and

the parton shower is shown in the three panels of Fig. 3,

where 3.5⇥ 10
8
events from the GAN after 700 training

epochs is compared to 3.5⇥10
7
parton shower events. We

observe very good agreement for all three distributions.

The good agreement over several orders of magnitude is

highly nontrivial even without considering the underlying

physics. As expected for a DGLAP shower, the distri-

bution of the parton momentum fractions rises steeply

toward small-Z (left panel). The distribution of the po-

lar angle ⇥ peaks in the direction of the initial parton

and � is flat which is consistent with the flat sampling

of � for each individual splitting.

Having confirmed that the GAN can reproduce the fi-

nal output of the parton shower, we are now going to

analyze the individual splitting processes to verify that

the network has also correctly learned the underlying

physics. The ability of the GAN to extract information

about parton branching mechanism is the main novelty

of our work. By sampling from di↵erent layers of the

network, we study the distribution of the variables (z, ✓)
that characterize the individual splitting processes. As

representative examples, we show the results for the first

four splittings in the left and middle panel of Fig. 4. The

distribution of the momentum fraction z is shown in the

left panel for the g ! gg splitting process. We observe

very good agreement with the Altarelli-Parisi splitting

function Pg!gg for all four splittings. In particular, we

note that the splitting function diverges for z ! 1. In-

stead, the final Z-distribution (left panel in Fig. 3) falls

o↵ steeply toward Z ! 1 as expected for a QCD frag-

mentation spectrum. The strikingly di↵erent behavior of

the two distributions near the end point clearly demon-

strates that the GAN has in fact learned the underlying

physics mechanism. Next we consider the Monte Carlo

time-dependent ✓ distribution which is shown in the mid-

dle panel of Fig. 4. We observe that it is correctly repro-

duced by the GAN besides small fluctuations in the tail.

The distributions peak at small values of ✓. As expected

for the ordering variable of the shower, the distributions

become more narrow for splittings that occur at later

Monte Carlo time. Here, ✓ is the only variable that de-

pends on the scale Q. We investigate its Q dependence

by considering the first splitting of the shower which is

shown in the right panel of Fig. 4. Even though theGAN
is optimized to reproduce only the Q-integrated distribu-

tion, the Q-dependence of the shower is nevertheless well

described by the network. We attribute the remaining

numerical di↵erences to the finite number of neurons in

combination with the activation function and their abil-

ity to approximate a steep multi-di↵erential distribution.

This can be mitigated by extending the size of the neural

network. Lastly, we find that the distribution of the az-

imuthal angle � (not shown) also agrees with the parton

shower result and we thus conclude that the GAN has

in fact accurately learned the underlying physics of the

parton shower.

Conclusions. In this letter we proposed an explain-

able machine learning - a White Box AI - framework

which successfully learns the underlying physics of a par-

ton shower - a hallmark of modeling high-energy par-

ticle collisions. As a proof of concept, we demonstrated

that Generative Adversarial Networks (GANs) using the

full event information are capable of learning the parton

cascade as described by a parton shower implementing

DGLAP evolution equations. As input to the adversarial

training process we used deep sets which yield a permuta-

tion invariant representation of the training data of vari-

Splitting angle of daughter partons 



7 Phiala Shanahan, MIT

e.g., Lattice QCD, perturbative QCD, EFT, nuclear many-body, … 

Require mathematical guarantees of exactness to preserve rigour of 
first-principles calculations 

No room for approximations, errors, modelling, or any uncertainties 
which cannot be systematically improved  
 

 
Potential for transformative impact by enabling calculations that 
would otherwise be computationally intractable

AI/ML algorithm poorly trained  
AI/ML algorithm well trained

Results correct, but slower 
Results correct, but faster

AI/ML for first-principles theory
Compute exact results from known theory 

Use AI/ML to do it faster

2.



8 Phiala Shanahan, MIT

e.g., Tune parameters of existing algorithm using AI 

[Free parameters of algebraic multigrid for solving linear systems, 
automatic differentiation rather than stochastic optimisation] 

Do the calculation the “same way” but fastera.

Standard algorithm

PRO
VA

BLY-EX
A

C
T

 
T

H
EO

R
ET

IC
A

L 
PH

Y
SIC

S 
C

A
LC

U
LAT

IO
N

Compute exact results from known theory 
Use AI/ML to do it faster

AI-accelerated algorithm

AI/ML for first-principles theory



9 Phiala Shanahan, MIT

e.g., Preconditioning of any type  
[Numerical solver e.g., matrix inversion, faster convergence after preconditioning] 

e.g. Change-of-variables  
[Deformation of complex integration contour leaves observables unaltered but 
modifies variance] 

Transform to a computationally easier problem with the same 
solution

b.

Standard algorithm

AI-accelerated algorithm

PRO
VA

BLY-EX
A

C
T

 
T

H
EO

R
ET

IC
A

L 
PH

Y
SIC

S 
C

A
LC

U
LAT

IO
N

PRO
VA

BLY-EX
A

C
T

 
T

H
EO

R
ET

IC
A

L 
PH

Y
SIC

S 
C

A
LC

U
LAT

IO
N

Compute exact results from known theory 
Use AI/ML to do it faster

AI/ML for first-principles theory



10

e.g., Learn a map from one observable to another, bias-
correct [sloppy and high-precision solutions of linear systems] 

Solve a different problem, apply a known correctionc.

Phiala Shanahan, MIT

AI-accelerated algorithm

PRO
VA

BLY-EX
A

C
T

 
T

H
EO

R
ET

IC
A

L 
PH

Y
SIC

S 
C

A
LC

U
LAT

IO
N

Standard algorithm

PRO
VA

BLY-EX
A

C
T

 
T

H
EO

R
ET

IC
A

L 
PH

Y
SIC

S 
C

A
LC

U
LAT

IO
N

e.g. Sample nearby probability distribution, 
reweight/resample 

Compute exact results from known theory 
Use AI/ML to do it faster

AI/ML for first-principles theory



First-principles theory example #1:  
Contour deformation of complex integrals

11 Phiala Shanahan, MIT

[Phys. Rev. D 103, 094517 (2021), 2101.12668; SciPost Phys. 12, 129 (2022), 2112.09145]

Problem transformation 

• ML-based deformation of integration contours: different integral with same 
solution but better signal-to-noise properties/ faster evaluation 

• Lattice field theory:  
Exponentially improved signal 
-to-noise in proof-of-principle  
applications 

• Perturbative QCD:  
Acceleration of multi-loop  
Feynman integrals

2. AI/ML for first-principles theory



First-principles theory example #2:  
Accelerate gauge field generation (sampling) in lattice QCD

12 Phiala Shanahan, MIT
[Phys.Rev.Lett. 125 (2020) 12, 121601, 2003.06413]

Generative modeling 

• Generative models used to accelerate 
provably-exact sampling of lattice 
QCD gauge fields 

• Success in proof-of-principle examples 

• Requires custom model architectures 
with physics built in 

• Example of successful partnership with 
industry

2. AI/ML for first-principles theory

Parameter of theory

Cost per independent sample 4

FIG. 3. Left: estimates of average Wilson loops hW`⇥`i mea-
sured on the finest ensemble studied here (� = 7). Right:
estimates of topological susceptibility measured on the three
finest ensembles studied here (� = 5, 6, 7). All values are plot-
ted as ratios to the exact results. The flow-based estimates
are consistent with the exact values, while the HMC and Heat
Bath estimates have larger uncertainties and also significantly
deviate from the exact values in some cases.

To investigate critical slowing down, we studied the
theory at a fixed lattice size, L = 16, using seven choices
of the parameter � = {1, 2, 3, 4, 5, 6, 7}; the theory ap-
proaches the continuum limit as � ! 1. For each pa-
rameter choice, we trained gauge invariant flow-based
models using a uniform prior distribution and a composi-
tion of 24 gauge-equivariant coupling layers. The kernels
h were chosen to be mixtures of Non-Compact Projec-
tions [63], which are suitable for U(1) group elements;
in particular, we used 6 components for each mixture
and parameterized each transformation with a convolu-
tional neural network. The model architecture was held
fixed across all choices of �, ensuring identical cost to
draw samples for each parameter choice. To train the
models, we minimized the Kullback-Leibler divergence
between the model density q(U) and the target density
e�S(U)/Z. Training was halted when the loss function
reached a plateau. For this proof-of-principle study, we
did not perform extensive optimization over the variable
splitting pattern, neural network architecture, or train-
ing hyperparameters, and it is likely that better models
can be trained.

After training, the flow-based models were used to gen-
erate proposals for a Metropolis independence Markov
chain [25], producing ensembles of 100, 000 samples each.
For comparison, ensembles of identical size were pro-
duced using the HMC and Heat Bath algorithms. For
all choices of �, we fixed the HMC trajectory length to
achieve > 80% acceptance rate when using a leapfrog in-
tegrator with 5 steps. Each HB step was defined as one
sweep, i.e. a single update of every link. To within 10%,
the computational cost per HMC trajectory was equal
to the cost per proposal from the flow-based model in
a single-threaded CPU environment, while the cost per
Heat Bath step was half that of HMC or flow.

Using samples from a flow-based model as proposals
within a Markov chain ensures unbiased estimates after

1 2 3 4 5 6 7

�

1

10

100

1000

10000

� int
Q

HMC

HB

Flow

FIG. 4. Integrated autocorrelation time for the topological
charge, ⌧ int

Q , measured on ensembles of 16 ⇥ 16 lattices gen-
erated using HMC, Heat Bath, and the flow-based algorithm.
Ten replicas of each ensemble were used to estimate errors,
which are smaller than the plot markers for most points.

thermalization; at the finite ensemble size used here, all
observables were found to agree with analytical results
within statistical uncertainties. Of the observables we
studied, local quantities like powers of plaquettes and
expectation values of small Wilson loops were estimated
more precisely by HMC and HB than with the flow-based
algorithm. However, Fig. 3 shows that for observables
with larger extent such as W`⇥` with ` � 4, and par-
ticularly for �Q, large autocorrelations in the HMC and
HB samples result in estimates that deviate from the ex-
act values and have lower precision than the flow-based
estimates.

For Markov chain methods, the characteristic length of
autocorrelations for an observable O can be defined by
the integrated autocorrelation time ⌧ int

O
[69]. Fig. 4 com-

pares ⌧ int
Q for HMC and HB to that in the flow-based al-

gorithm as an indicator of how well the three methods ex-
plore the distribution of topological charge. For all three
methods, ⌧ int

Q grows as � is increased towards the con-
tinuum limit. However, this problem is far less severe for
the flow-based algorithm than for HMC or HB. For exam-
ple, the autocorrelation time in the flow-based algorithm
is approximately 10 at the largest value of �, whereas
⌧ int
Q ⇡ 4000 for HB and ⌧ int

Q ⇡ 15000 for HMC. Account-
ing for the relative cost per step of each Markov chain,
the flow-based Metropolis sampler is therefore roughly
1500 times more e�cient than HMC and 200 times more
e�cient than Heat Bath in determining topological quan-
tities. A promising possibility for further development is
mixing flow-based Markov chain steps with HMC tra-
jectories or Heat Bath sweeps to gain the benefits of
standard Markov chain steps for local observables and
of the flow-based algorithm for extended and topological
observables.

Summary.— Critical slowing down of sampling in lat-
tice gauge theories is an obstacle to precisely estimat-
ing quantities of physical interest as critical limits of the

Conventional 

approaches
}

} ML algorithm
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Capitalising on great potential for transformative impact on QCD theory  
requires targeted action 

BUT Planning is difficult given rapidly changing and diverse requirements! 

• Advances to be made at every level of complexity and scale 
Complexity:   Existing tools                Custom approaches 
Scale:              Laptop                          Exascale hardware 

• Many applications are in an early phase of development 

• We have not yet explored the full space of possibilities:  
new paradigms certainly still to come in next decade 

Strong overlap with approaches and challenges on experimental side, but 
also unique demands and opportunities  

Exploiting AI/ML for QCD theory: needs



Capitalising on great potential for transformative impact on QCD theory  
requires targeted action 

• Full exploitation requires true “ground-up” ML/AI for physics problems 

• Requires support (people+hardware) for exploratory and developmental 
research at both universities and labs 

• Must train and retain talent at physics/AI intersection 
Collaborations with AI/ML “experts” external to physics community are 
necessary but not sufficient 

• Computational workflow of AI/ML problems can be different to other 
algorithmic problems 

• Demands supporting AI/ML workflows in hardware purchasing and 
computing allocation policies

Exploiting AI/ML for QCD theory: needs
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Computational nuclear physics: needs
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Computational Nuclear Physics and AI/ML Workshop

• Organized by:
• Alessandro Lovato (ANL)
• Joe Carlson (LANL)
• Phiala Shanahan (MIT) 
• Bronson Messer (ORNL)  
• Witold Nazarewicz (FRIB/MSU) 
• Amber Boehnlein (JLab)
• Peter Petreczky (BNL)
• Robert Edwards (JLab)
• David Dean (JLab) 

• 6-7 September 2022 at SURA in Washington, DC

• 60 registered participants (40 in person, 20 on line), including DOE representation

• https://indico.jlab.org/event/581/
• All talks archived
• Short white paper being prepared for the LRP

Computational NP workshop 1



Phiala Shanahan, MIT16

Workshop Resolution

High-performance computing is essential to advance nuclear physics on the experimental and theory frontiers. 
Increased investments in computational nuclear physics will facilitate discoveries and capitalize on previous 
progress. Thus, we recommend a targeted program to ensure the utilization of ever-evolving HPC hardware 
via software and algorithmic development, which includes taking advantage of novel capabilities offered by 
AI/ML.

The key elements of this program are to:

1) Strengthen and expand programs and partnerships to support immediate needs in HPC and AI/ML, and 
also to target development of emerging technologies, such as quantum computing, and other 
opportunities.

2) Take full advantage of exciting possibilities offered by new hardware and software and AI/ML within the 
nuclear physics community through educational and training activities.

3) Establish programs to support cutting-edge developments of a multi-disciplinary workforce and cross-
disciplinary collaborations in high-performance computing and AI/ML.

4) Expand access to computational hardware through dedicated and high-performance computing 
resources.

Computational NP workshop 2
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i.e., it is critical to support software and algorithm development, as well as 
maintenance, sustainability e.g., DOE SciDAC, ECP, NSF AI institutes, CSSI programs

i.e., dedicated resources are needed to catalyse use of leadership-class 
e.g., expansion of successful USQCD program across nuclear theory

Computational nuclear physics: needs


