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Physics Topics I Will Mention
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• Hadron Spectroscopy

• QCD and Nuclear Structure

• (Quasi-)Static Properties of Nucleons

• Fundamental Symmetries (Technical Progress)

• Towards the Wigner Function of the Nucleon

My apologies to all of the people whose hard work and successes 
are not included in this brief talk!

The 12 GeV CEBAF program has produced a wealth of new results, 
with many more experiments to run in the foreseeable future
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Meson Spectroscopy from GlueX
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Hadron Spectroscopy
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Figure 14: Preliminary mass spectra and amplitude analysis results from GlueX for the reactions �p! ⌘⇡0 p (left) and �p! ⌘⇡��++ (right) with
0.1 < �t < 0.3 GeV2 and 8.2 < E� < 8.8 GeV [222]. The total measured intensity is shown in black with colored points for the dominant tensor
a2(1320) amplitudes, labeled L✏m.

containing strange quarks are expected. A significant increase in statistics is required to study these mesons con-987

taining strange quarks as they’re produced at a rate roughly an order of magnitude smaller than non-strange mesons.988

Thus, higher statistics data samples are currently being collected by the GlueX and CLAS12 experiments to complete989

program in strange meson spectroscopy, which is required to clearly identify a pattern of gluonic excitations. Along990

with additional statistical precision, the recent addition of Cherenkov detectors in GlueX [225] and CLAS12 [226]991

will provide critical separation between charged pions and kaons to separate these strange and non-strange final states.992

4.4. Experimental baryon spectroscopy program993

Another critical component of the JLab spectroscopy program carried out over the last ⇠15 years is the study of the994

spectrum and structure of excited nucleon states, referred to as the N⇤ program. Through measurements of exclusive995

electroproduction of both strange and non-strange final states, detailed electrocouplings measurements over a wide996

kinematic range have provided critical input to global analyses to elucidate the N⇤ spectrum (see Ref. [227, 228] for997

recent reviews). Studies of these N⇤ states are currently being extended with the new CLAS12 detector in the 12 GeV998

era of experiments, which will significantly extend the kinematic range to Q2 > 5 GeV2 [229, 230].999

The discussion of the gluon’s role in the hadron spectrum as described in Sect. 4.1 implies the search for and1000

study of hybrid baryons with constituent gluonic excitations, and Lattice QCD calculations predict a rich spectrum1001

of such baryons with an excitation scale comparable to that expected for hybrid mesons [231]. Hybrid baryons could1002

be identified as supernumerary states in the N⇤ spectrum, but they do not exhibit exotic quantum numbers, making1003

them challenging to clearly distinguish from conventional baryons. However, measurements of the electrocoupling1004

evolution with Q2 becomes critical in the search for hybrid baryons, where a distinctively di↵erent Q2 evolution of the1005

hybrid-baryon electrocouplings is expected considering the di↵erent color-multiplet assignments for the quark-core1006

in a conventional baryon compared to a hybrid baryon [232].1007

Finally, many hyperon spectroscopy measurements are expected from the GlueX and CLAS12 experiments, where1008

the associated production of kaons allows one to study baryons with net strangeness including the ⌅ and⌦ [210, 233].1009

However, this program will be expanded by proposal to perform hyperon spectroscopy with a neutral kaon beam in1010

Hall D, which was recently approved by the PAC [234]. The KL Facility (KLF) will produce a secondary beam in1011

Hall D with a flux of ⇠ 104 KL/s and utilize both hydrogen and deuterium targets inside the large-acceptance GlueX1012

experimental setup. Di↵erential cross sections and hyperon recoil polarizations over a broad range of kinematics1013

will provide significant new constrains on the partial wave analyses to search for and determine the pole positions of1014

strange ⇤,⌃,⌅, and ⌦ hyperon resonances, where many states are predicted by quark models and lattice QCD, which1015

have not yet been observed.1016

27

⃗γ p → a−
2 (1320) Δ++ a−

2 (1320) → ηπ−

Exotic mesons analyses
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J/𝜓 Photoproduction Near Threshold
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Hadron Spectroscopy

PRL 123(2019)072001 arXiv:2207.05212

ferential cross-sections, where each panel corresponds to a
different central photon energy with a bin width of 150 MeV.
The data are presented together with a dipole fit (solid black
line) according to Ref.13 and its corresponding uncertainty
band (gray shaded area). Also shown is a comparison of the
data to the calculations described in references13–17, 19 where
each model parameters were already published and fixed
using the GlueX30 results at an average photon beam energy
of 10.72 GeV with a range from 10 GeV to 11.8 GeV. At
photon energies close to the GlueX average photon energy,
all models seem to reproduce our data reasonably well but
tend to deviate from the data at photon energies below 9.55
GeV, closer to threshold. One exception is the holographic
predictions of Ref.17 which seems to track the change in the
t slope observed in the data.

In order to take advantage of our two dimensional re-
sults, we expanded our analysis to fit our cross sections using
to two approaches that explicitly use two GFFs, Ag(t) and
Cg(t), in the cross section calculations. Here we assumed
that Bg(t)’s contribution is small9, 23. We used both the holo-
graphic and general parton distribution (GPD) approaches to
describe the cross sections to extract the Ag(t) and Cg(t) form
factors and deduce one mass radius and one scalar radius.

In the holographic QCD calculation of ref.23, 24 (labeled
M-Z), the dominant exchange is associated with a graviton-
like exchange (quantum numbers 2++), however a dilaton-
like exchange contribution (quantum numbers 0++) is also
included. Both the Ag(t) and Cg(t) form factors are used in
the differential cross section expression. While these gravi-
tational form factors have a well defined expression23, 24 in
the holographic calculation, tripole approximations inspired
from the latest lattice calculations ref.9 are used. In our
M-Z fitting procedure, the GFFs are parameterized with a
total of three unknown parameters, mT for the tripole form
of Ag(t), and Cg(t = 0) and mS for the tripole form of Cg(t).
The fourth parameter, Ag(t = 0), is related to the momentum
fraction carried by the gluons in the proton, a value that is
well-constrained by the experimental data on deep-inelastic
scattering. We fixed Ag(t = 0) to the value obtained from the
CT18 global fit25 hxig = 0.414 ± 0.008. Values from other
contemporary global fits were also considered, and were
found to be consistent within one sigma of their uncertainty.
Furthermore, it is worth noting that the CT18 value of hxi

g

agrees well with different lattice calculations9, 26, 27, albeit
with a better uncertainty.

In the GPD approach of ref.14, the authors used two GFFs
Ag(t) and Cg(t) of a dipole form, fixed the Ag(0) and mC pa-
rameters to lattice28 and used the VMD model to connect
the forward scattering amplitude of J/yN ! J/yN to that
of gN ! J/yN. In this work, as described in previously,
we chose tripole forms for both Ag(t) and Cg(t) while fixing
Ag(t = 0) to the value from CT18 pdfs extraction. We then
proceeded to determine mA, mC, and C(t = 0) by performing
a two dimensional fit to our data.

In Fig. 3 both the Ag(k2) and Cg(k2) gluonic GFFs

Figure 2. Differential cross sections versus |t|. The color
of the data points indicates the experimental setting
matching the color scheme in Fig. 1(b). Each panel shows a
different photon energy in GeV with 0.150 GeV bin size.
The black solid curve is a dipole fit to our data according to
ref.13 and the grey band shows its uncertainty. The
parameters are listed in Table 3. Every other curve is a
prediction with fixed parameters determined from the GlueX
results. Blue dotted line (labeled DK) uses13, black dotted
line (labeled M-Z) is the holographic QCD approach23,
green dashed line (labeled G-J-L) is the GPD+VMD
approach14, red-dash-dotted line is a higher twist approach
(labeled S-T-Y)19, and finally purple dash (purple dash-dot)
labeled H-R-Y is another holographic calculation15, 16, 29

with maximal (minimal) trace anomaly contribution to the
EMT matrix element.
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Comparing the J=ψ cross section to the Brodsky et al.
model [11], we find that our data do not favor either pure
two- or three-hard-gluon exchange separately, and a com-
bination of the two processes is required to fit the data
adequately. Such a combination is shown in Fig. 2,
assuming no interference between the two contributions.
It appears that three-hard-gluon exchange dominates near
the threshold, consistent with the expectation that all the
constituents should participate in the reaction.
The total cross-section calculations of Kharzeev et al.

[13] imply a large gluonic contribution to the nuclear mass
and are shown in Fig. 2 multiplied by a factor of 2.3. The
shape of the curve agrees well with our measurements, and
the overall scale factor is within the claimed uncertainty of
the calculation.
The narrow LHCb states Pþ

c ð4312Þ, Pþ
c ð4440Þ, and

Pþ
c ð4457Þ produced in the s channel would appear as

structures at Eγ ¼ 9.44, 10.04, and 10.12 GeV, respec-
tively, in the cross-section results shown in Fig. 2. We see
no evidence for such structures. The initial report [1] claims
the two states Pþ

c ð4380Þ and Pþ
c ð4450Þ may have spin 3=2

or 5=2 with opposite parity. The spins and parities of the
new states Pþ

c ð4312Þ, Pþ
c ð4440Þ, and Pþ

c ð4457Þ have not
been determined yet. We evaluate the branching fraction
limits BðPþ

c → J=ψpÞ individually for each Pc assuming
JP ¼ 3=2−, with the lowest angular momentum L ¼ 0 of
the J=ψp system. As VMD leads to an increase in the cross
section for increasing L [4], L ¼ 0 minimizes the resulting
cross section and, therefore, yields a maximal upper limit
on the branching fraction. We fit our data, in which the
statistical and systematic uncertainties on the individual
points are added in quadrature, with a variation of the Joint
Physics Analysis Center (JPAC) model [6], where the
nonresonant component is described by a combination
of Pomeron and tensor amplitudes [29]. To take into
account the fine flux variations (see Supplemental

Material [21]), in each bin the data are fitted with the
integral of the model function weighted by the normalized
flux distribution across the extent of the bin. The upper
limits on the branching fractions are determined by
integrating the profile likelihood of the fit as a function
of the branching fraction. The profile likelihood is deter-
mined by a procedure based on the one described in
Ref. [30], in which uncertainties on the model parameters
can be incorporated. As an example of the sensitivity of our
measurement, we plot in Fig. 2 the model prediction for
Pþ
c ð4440Þ with B(Pþ

c ð4440Þ → J=ψp) ¼ 1.6%, which is
the estimated upper limit at 90% confidence level when
taking into account the errors of the individual data points
only. Similar curves for the other resonances are shown
in Supplemental Material [21]. Including systematic
uncertainties due to the nonresonant parametrization,
Breit-Wigner parameters, and overall cross-section nor-
malization, we determine upper limits at 90% confidence
level of 4.6%, 2.3%, and 3.8% for Pþ

c ð4312Þ, Pþ
c ð4440Þ,

and Pþ
c ð4457Þ, respectively. These upper limits become a

factor of 5 smaller if JP ¼ 5=2þ is assumed. Note that these
results depend on the interference between the pentaquarks
and the nonresonant continuum that is model dependent
and the interference between the pentaquarks that is not
taken into account.
A less model-dependent limit is found for the product

of the cross section at the resonance maximum and the
branching fraction, σmaxðγp → Pþ

c Þ × BðPþ
c → J=ψpÞ,

using an incoherent sum of a Breit-Wigner function and
the nonresonant component of the model described above.
Applying the same likelihood procedure that includes the
systematic uncertainties yields upper limits at 90% con-
fidence level of 4.6, 1.8, and 3.9 nb for Pþ

c ð4312Þ,
Pþ
c ð4440Þ, and Pþ

c ð4457Þ, respectively.
In Refs. [31–33], the partial widths of the Pþ

c → J=ψp
decays were calculated and shown to be orders of magni-
tude different for two pentaquark models, the hadrochar-
monium and molecular models. Our upper limits on the
branching fractions do not exclude the molecular model but
are an order of magnitude lower than the predictions in the
hadrocharmonium scenario.
In summary, we have made the first measurement of the

J=ψ exclusive photoproduction cross section from Eγ ¼
11.8 GeV down to the threshold, which provides important
inputs to models of the gluonic structure of the proton at
high x. The measured cross section is used to set model-
dependent upper limits on the branching fraction of the
LHCb Pþ

c states, which allow us to discriminate between
different pentaquark models.

We acknowledge the outstanding efforts of the staff of
the Accelerator and the Physics Divisions at Jefferson
Lab that made the experiment possible. This work
was supported in part by the U.S. Department of
Energy, the U.S. National Science Foundation, the
German Research Foundation, GSI Helmholtzzentrum
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FIG. 2. J=ψ total cross section versus beam energy, compared
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c ð4440Þ → J=ψp) ¼ 1.6% and
JP ¼ 3=2−. All curves are fitted or scaled to the GlueX data
only. For our data, the quadratic sums of statistical and systematic
errors are shown; the overall normalization uncertainty is 27%.

PHYSICAL REVIEW LETTERS 123, 072001 (2019)

072001-5

Implications for the proton mass radius.  Precision results will come from SoLID.
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Nuclear Structure

PRL 126 (2021) 082301 

The nuclear transparency was extracted as the ratio of
experimental yield to the PWIA yield integrated over the
same phase space volume V:

TðQ2Þ ¼
R
V d

3pmdEmYexpðEm; p⃗mÞR
V d

3pmdEmYPWIAðEm; p⃗mÞ
; ð2Þ

where V is the phase space volume as defined earlier,
YexpðEm; p⃗mÞ is the experimental yield and YPWIAðEm; p⃗mÞ
is the PWIA yield. The extracted nuclear transparency as a
function of Q2 is shown in Fig. 2 along with all previous
measurements. The model-dependent uncertainty is not

shown in Fig. 2 as to be consistent with the graphics of
previous experiments. The measured nuclear transparency
of carbon is found to be both energy andQ2 independent up
to Q2 ¼ 14.2 ðGeV=cÞ2, the highest accessed in quasi-
elastic electron scattering to date. The combined dataset
from all measurements above Q2 ¼ 3.0 ðGeV=cÞ2 was fit
to a constant value with a reduced χ2 of 1.3. The outgoing
proton momentum of this experiment overlaps with the
effective proton momentum of the BNL experiments that
reported an enhancement in nuclear transparency [21].
Moreover, the Q2 and outgoing proton momentum of this
experiment are significantly higher than the BNL experi-
ment. As the underlying reaction mechanisms of the
Aðp; 2pÞ and Aðe; e0pÞ processes are different, these results
provide key insight into the process dependence of exclu-
sive scattering and the corresponding transparency. The
differences governing the observed onset of CT for mesons
at Q2 of about 1 ðGeV=cÞ2 and the absence of the onset of
CT for protons at more than an order-of-magnitude higher
Q2 may provide strong clues regarding the differences
between two- and three-quark systems. Future experiments
at JLab and elsewhere will further quantify such differences
for pions, ρ mesons, and photons [35–37].
In summary, exclusive measurements were performed

for Q2 from 8–14.2 ðGeV=cÞ2 on hydrogen and carbon
targets. The nuclear transparency extracted from these
measurements is consistent with traditional nuclear physics
calculations and does not support the onset of color
transparency. The proton momentum scales accessed in
this experiment rule out color transparency as the reason for
a rise in transparency noted in the Aðp; 2pÞ data. The
present results probe down to a transverse-size as small as
≈0.05 fm in the three-quark nucleon system, placing very
strict constraints on the onset of color transparency at
intermediate energies and all current models.
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FIG. 2. The carbon nuclear transparency from this experiment
along with all previous experiments [24–27,38]. The spacelike 4-
momentum transfer squared is shown along the x axis (bottom
scale), and the momentum of the knocked-out proton is also
shown along the top scale of the x axis. The solid magenta line is
for a constant value of 0.56. The dashed lines are theory
predictions including CT [39] for two different set of parameters
and the solid blue line is a prediction from a relativistic Glauber
calculation with CT [40]. The error bars show the statistical
uncertainty while the band shows the 4.0% systematic uncer-
tainty. The 3.9% model-dependent uncertainty is not shown.

TABLE I. Systematic uncertainties.

Source Q2 dependent uncertainty (%)

Spectrometer acceptance 2.6
Event selection 1.4
Tracking efficiency 0.5
Radiative corrections 1.0
Live time and detector efficiency 0.5

Source Normalization uncertainty (%)

Elastic ep cross section 1.8
Target thickness 0.5
Beam charge 1.0
Proton absorption 1.2

Total 4.0
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PRL 125 (2020) 262501
High momenta in the deuteron

In this region, the JML and MS AV18 cross sections are
dominated by the PWIA and in good agreement up to
pr ∼ 700 MeV=c, whereas the JVO PWIA falls off with a
comparatively smaller cross section at θnq ¼ 35°. The MS
CD-Bonn cross sections in contrast are generally smaller
than the JML, MS AV18 and JVO in this region. In
addition, for θnq ¼ 35°, they are dominated by the
PWIA up to pr ∼ 800 MeV=c [Fig. 1(a)], while for θnq ¼
45° FSIs start to contribute already above 600 MeV=c
[Fig. 1(b)].
For recoil momenta pr ∼ 0.55–1.0 GeV=c [Figs. 1(a)

and 1(b)], all models exhibit a steeper falloff compared to
data. This discrepancy was quantified by doing a linear fit
to the data and each of the PWIA calculations. A difference
of at least 4.2 standard deviations was found between the
data and theory slopes, which corresponds to a probability
≤ 1.1 × 10−5 (very unlikely) that the observed discrepancy
is due to a statistical fluctuation.
At θnq ¼ 75° [Fig. 1(c)] and pr > 180 MeV=c, FSIs

become the dominant contribution to the cross sections for
all models that exhibit a similar behavior (smaller falloff)
that overshadows any possibility of extracting the approxi-
mate momentum distributions.
To quantify the discrepancy observed between data and

theory in Fig. 1, the ratio of the experimental and
theoretical reduced cross sections (σred) to the deuteron
momentum distribution calculated using the CD-Bonn
potential (σCD-Bonn PWIA

red ) [21] is shown in Fig. 2.
For θnq ¼ 35° and 45° [Figs. 2(a) and 2(b)], the data are

best described by the MS CD-Bonn PWIA calculation for

recoil momenta up to pr ∼ 700 and ∼600 MeV=c, respec-
tively. Furthermore, the agreement between the Halls A and
C data validates the Hall A approach of selecting a
kinematic region where recoil angles are small and FSIs
are reduced.
At larger recoil momenta, where the ratio R > 1 and

increasing with pr, for θnq ¼ 35° FSIs start to dominate at
pr ≳ 800 MeV=c for the MS CD-Bonn calculation, while
the other models predict still relatively small FSIs below
900 MeV=c. At θnq ¼ 45°, the FSI dominance starts earlier
for all models above 800 MeV=c and for the MS CD-Bonn
based calculation above 600 MeV=c.
Overall, it is interesting to note that none of the

calculations can reproduce the measured pr dependence
above 600 MeV=c in a region where FSIs are still relatively
small (< 30%). This behavior of the data is new and
additional data in this kinematic region are necessary to
improve the statistics.
At θnq ¼ 75° [Fig. 2(c)], FSIs are small below

pr ∼ 180 MeV=c, but do not exactly cancel the PWIA-
FSI interference term in the scattering amplitude, which
results in a small dip in this region in agreement with the data.
At pr > 300 MeV=c (θnq ¼ 75°), the data were statistically
limited, as our focus was on the smaller recoil angles. The
Hall A data, however, show a reasonable agreement with the
FSIs from all models, which gives us confidence in our
understanding of FSIs at the smaller recoil angles.
To summarize, this experiment extended the previous

Hall A cross section measurements on the 2Hðe; e0pÞn
reaction to pr > 500 MeV=c at kinematics where FSIs
were expected to be small and the cross sections were
dominated by PWIA and sensitive to the short-range part of
the deuteron wave function. The experimental reduced
cross sections were extracted and found to be in good
agreement with the Hall A data at lower recoil momenta
where they overlap. Furthermore, the MS CD-Bonn model
was found to be significantly different than the JML, MS
AV18, or JVO models and was able to partially describe the
data over a larger range in pr. At the higher recoil momenta
provided by this experiment (pr > 700 MeV=c), however,
all models were unable to describe the data, potentially
illustrating the limit to which a nonrelativistic wave
function from the solution to the Schrödinger equation is
valid and able to describe experimental data that probe the
high-momentum region of the np system in the most
direct way possible. The new dataset is also ideal for
testing fully relativistic deuteron models based on light-
front [31] or covariant [32] formalisms. In this respect, the
current effective-field-theories-based models [33] are non-
relativistic and might not have direct relevance to our data.
Additional measurements of the 2Hðe; e0pÞn would be
required to reduce the statistical uncertainties in this very
high recoil momentum region (pr > 500 MeV=c) to better
understand the large deviations observed between the
different models and data.

(a)

(b)

(c)

FIG. 2. The ratio RðprÞ is shown in (a)–(c) for θnq ¼ 35°, 45°,
and 75°, respectively, each with a bin width of $5°. The dashed
reference (magenta) line refers to MS CD-Bonn PWIA calcu-
lation (or momentum distribution) by which the data and all
models are divided. Insets: enlargement of the subfigures for
pr ≤ 0.7 GeV=c.
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Neutron recoil momentum (GeV/c)

θnq = 35∘
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• Precision Rosenbluth separation

• Hard two-photon exchange needed for 

agreement with recoil polarization results

• Polarization experiment scheduled

self-consistently implement the RC modification [38]. The
normalizations of the data for the individual experiments
were allowed to vary based on their quoted normalization
uncertainties, except for the data of Ref. [23], which cover a
wide range ofQ2 with the best accuracy. The cross sections
were fit in terms of GM and RS with the following simple
parametrization:

GM ¼ μpð1þ a1τÞ=ð1þ b1τ þ b2τ2 þ b3τ3Þ;
RS ¼ 1þ c1τ þ c2τ2: ð3Þ

The fit gives χ2 ¼ 88.7 for 107 degrees of freedom; the
parameters and uncertainties are given in Table II. The
cross section database and the full covariance matrix of the
fit parameters are given in the Supplemental Material [53].
Figure 1 shows the global fit to GM along with the values

extracted from individual cross section measurements using

the fit to RSðQ2Þ to extrapolate to ε ¼ 0. Our new data
reduce the high-Q2 uncertainties on GM in the global fit
by > 30%.
We also performed direct Rosenbluth separations by

grouping together points with similar Q2 values, as
indicated by the boxes in the top panel of Fig. 1. The
normalization resulting from the global fit was applied to
each dataset, modifying the cross sections from Table I, and
the data in each Q2 bin were interpolated to a common Q2

c
value using the global fit [53]. GE and GM were then
extracted from a linear fit to the ε dependence of σR for each
of the sevenQ2 bins. The results of this extraction are given
in Table III. Figure 2 shows

ffiffiffiffiffiffi
RS

p
(yielding μpGE=GM in

TABLE II. Fit parameters and uncertainties [Eq. (3)].

a1 b1 b2 b3 c1 c2
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FIG. 1. (Top)Kinematics of elastice-p data,Refs. [9–11,23,39,43]
and this work, used in the global fit and Rosenbluth separations;
boxes (1–7) indicate the groupings of points for the Rosenbluth
separations. (Bottom) Effective proton magnetic form factor,
normalized by the standard dipole μpGD, obtained from the cross
section measurements. The curve shows the result of our global
fit, with the gray shaded area indicating the 68% confidence
interval.

TABLE III. Rosenbluth separation results for the data group-
ings shown in the top panel of Fig. 1, after centering to the
averageQ2

c. The quoted values of σL and σT as defined in Eq. (2),
and GM=ðμpGDÞ and μpGE=GM are obtained assuming validity
of the OPE approximation. For the largest Q2, where σL < 0, we
quote −

ffiffiffiffiffiffiffiffiffi
jRSj

p
.

Q2
c

ðGeV=cÞ2 σT × 105 σL × 105
GM=ðμpGDÞ

(OPE)
μpGE=GM

(OPE)

5.994 167%4 7.1%4.6 1.000%0.011 0.75%0.25
7.020 104%3 9.3%5.3 0.967%0.015 1.18%0.35
7.943 71.0%2.7 4.1%3.9 0.943%0.018 1.0%0.5
8.994 49.8%1.7 0.7%3.0 0.934%0.016 0.5%1.2
9.840 36.9%2.4 1.9%3.5 0.909%0.029 1.1%1.0
12.249 18.0%0.8 1.2%1.8 0.858%0.019 1.3%1.1
15.721 8.6%0.5 −0.2% 1.2 0.840%0.025 (−0.9% 2.8)
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FIG. 2. Direct Rosenbluth separation results for
ffiffiffiffiffiffi
RS

p

(¼μpGE=GM in OPE). The black solid (red dashed) curve shows
the results of our fit to the cross section data with (without) the new
GMp12 data. The blue dot-dashed curve shows μpGE=GM from a
fit to the polarization data [53]. The shaded bands show the
68%confidence intervals of the respective fits.Weplot−

ffiffiffiffiffiffiffiffiffi
jRSj

p
for

the highest Q2 point (an open circle), where RS < 0.

PHYSICAL REVIEW LETTERS 128, 102002 (2022)

102002-5

self-consistently implement the RC modification [38]. The
normalizations of the data for the individual experiments
were allowed to vary based on their quoted normalization
uncertainties, except for the data of Ref. [23], which cover a
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The fit gives χ2 ¼ 88.7 for 107 degrees of freedom; the
parameters and uncertainties are given in Table II. The
cross section database and the full covariance matrix of the
fit parameters are given in the Supplemental Material [53].
Figure 1 shows the global fit to GM along with the values

extracted from individual cross section measurements using
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grouping together points with similar Q2 values, as
indicated by the boxes in the top panel of Fig. 1. The
normalization resulting from the global fit was applied to
each dataset, modifying the cross sections from Table I, and
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normalized by the standard dipole μpGD, obtained from the cross
section measurements. The curve shows the result of our global
fit, with the gray shaded area indicating the 68% confidence
interval.
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• GMn data is being analyzed

• GEn experiment (polarized 3He target) 

is on the floor now.

GMn data

neutrons
protons

“SBS”

Beam

Now and Future
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rp from the PRad-II experiment is shown in Fig. 2 along with recent electron scattering extractions [22, 26, 27],391

atomic physics measurements on ordinary hydrogen [28, 29, 30, 25] and muonic hydrogen [4, 5], and the CODATA392

values [31, 23]. The PRad-II precision will help address possible systematic di↵erences between the most precise393

ordinary hydrogen and µH spectroscopy results and provide independent input for future CODATA recommendations394

for rp and the Rydberg constant. The precision of the PRad-II will also stimulate future high-precision lattice QCD395

predictions for the proton radius and contribute to new physics searches such as the violation of lepton universality.396

0.78 0.8 0.82 0.84 0.86 0.88 0.9 0.92
 [fm]pProton charge radius r

CODATA-2014

H spect.)µAntognini 2013 (

H spect.)µPohl 2010 (

Beyer 2017 (H spect.)

Fleurbaey 2018 (H spect.)

Bernauer 2010 (ep scatt.)

CODATA-2018

Bezginov 2019 (H spect.)

PRad 2019 (ep scatt.)

PRad-II projection

Zhan 2011 (ep scatt.)

Grinin 2020 (H spect.)

Figure 2: The projected rp result from PRad-II, shown along with the result from PRad and other measurements.

Nucleon Form Factors at Large Momentum Transfer397

At a large value of Q2, the form factors should reflect a transition to the perturbatively dominated mechanism398

and reveal the role of orbital angular momentum of the quarks and gluons in the nucleon. One of the first completed399

experiments in Hall A with the upgraded JLab accelerator was a precision measurement of the proton magnetic400

form factor up to Q2 = 16 GeV2 [32]. This experiment nearly doubled the Q2 range over which direct Rosenbluth401

separations of GE and GM can be performed, and confirming the discrepancy with polarization measurements (believe402

to be the result of two-photon exchange corrections) to larger Q2 values. The new SBS and the upgraded BigBite403

Spectrometer are being installed in Hall A and will be ready for experiments starting late 2021. A series of SBS404

experiments [33, 34, 35, 36, 37, 38] will measure the magnetic and electric form factors of the proton and neutron and405

allow a determination of the flavor separated form factors to Q2 = 10 � 12 GeV2. A complementary measurement406

of the neutron magnetic form factor will be performed with CLAS12 in Hall B [39]. In Fig. 3, plots compare the407

projected results of the SBS form factor experiments to various theoretical models. To visualize the impact of the408

SBS experiments, the uncertainty bands from a fit to the existing data is compared to a fit including the SBS projected409

data for the ratio, Q2F2/F1, of the Pauli to Dirac form factors and the ratio, Fd
1/F

u
1, of the flavor separated down and410

up quark Dirac form factors are plotted in Fig. 3. The SBS form factor experiments will push into a Q2 regions in411

which theory expects new degrees of freedom to emerge in our understanding of QCD non-pertubative phenomena in412

nucleon structure, e.g., log scaling of F2/F1 predicted in Ref. [40].413

2.2. Quark Parton Distributions at High x414

JLab 12 GeV facility provides the unprecedented opportunities to access to high-x quark distributions. New data415

from JLab and other facilities, including RHIC at BNL, FNAL, and the Large Hadron Collider (LHC), have provided416

more stringent constraints on PDFs in previously unmeasured regions at small and large values of x. At the same time,417

new analysis techniques have been developed, notably by the JLab Angular Momentum (JAM) collaboration [52],418

using Monte Carlo methods and modern Bayesian analysis tools, which provide a more rigorous theoretical framework419

in which to analyze the new data.420
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See also

X. Zheng, et al Nature Phys 17(2021)736

V. Sulkosky, et al Nature Phys 17(2021)687



QCD Town Meeting 2022: The Jefferson Lab 12 GeV Program Jim Napolitano, Temple University, 24 Sept 2022

Technical achievements for precision physics

10

Fundamental Symmetries

5

long-lived A0 decays. In addition to having unique sensitivity to heavy photons, experiments with
this capability have generic sensitivity to new light, weakly-coupled physics with long lifetimes,
including axion-like particles (ALPs), strongly interacting massive particles (SIMPs), and inelastic
dark matter (iDM). [8] [9] [10]

B. HPS Design Principles

The Heavy Photon Search (HPS) experiment exploits these signatures — reconstruction of both
mass and decay length — to search for dark photons and other new physics at the Thomas Jef-
ferson National Accelerator Facility (JLab) in Newport News, Virginia. Shown in Figure 1, HPS
is a compact e

+
e
� spectrometer built inside of a standard dipole analyzing magnet. The compact

size of the experiment allows for large acceptance in a small and easily-sited footprint, and uses
fast and highly granular detectors to provide triggering, tracking and vertexing, and particle iden-
tification by reusing inexpensive and readily available technologies developed for other projects.
HPS provides sensitivity to a range of A0 masses by operating at a range of beam energies from
⇠1-6 GeV and uses intense electron beams (50-500 nA) on thin (4-20 µm foils) tungsten targets to
maximize signal rates relative to QED backgrounds.

Silicon Vertex 
Tracker 
(SVT)

Electromagnetic 
Calorimeter 

(ECal)

1 meter

e�

⃗B

Linear 
Positioners

Target

FIG. 1. A cutaway view of the baseline HPS detector showing the Silicon Vertex Tracker (SVT) in a
vacuum chamber inside the bore of the spectrometer magnet and the Electromagnetic Calorimeter (ECal)
downstream. The positions of the target and the front portions of the SVT are controlled by a set of linear
positioning motors upstream of the detector.

While rejection of QED backgrounds motivates the best possible resolutions for e
+
e
� mass

and vertex position, the kinematic characteristics of the signal and beam backgrounds determine
the overall layout of the HPS apparatus. Radiation of a mediator that is heavy compared to the

Heavy Photon Search MOLLER

Engineering Run: PRD 98 (2018) 091101

More data taken. See arXiv:2203.08324 

Upgrades in progress

DOE Project Schedule defined

Expect installation in 2025
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Towards the Wigner Function
Page 8 of 34 Eur. Phys. J. A (2012) 48: 187

Fig. 6. The Wigner distributions yield a unified description of a nucleon in terms of the position and momenta of its con-
stituents. The uncertainty principle precludes knowing both position and momentum simultaneously, but the three-dimensional
Generalized Parton Distributions (GPDs) and Transverse Momentum-Dependent Distributions (TMDs) provide a powerful
spatial and momentum tomography. The differential variables along the arrows indicate the variable integrated over to move
from the upper to lower distributions.

Past studies of deep inelastic electron scattering of-
fered us merely a one-dimensional view of nucleon struc-
ture where we learned about the motion of partons parallel
to the direction of travel of the nucleon. Their longitudinal
momentum distribution is then described by parton dis-
tribution functions (PDFs). The nucleon was viewed as a
collection of fast moving quarks, antiquarks and gluons,
whose transverse momenta were not resolved. While sim-
ple and elegant, such a description is unable to address
one of the key questions in our understanding of the nu-
cleon, namely how its spin is apportioned between the spin
of its constituents and their orbital angular momentum.
To understand this requires a three-dimensional descrip-
tion.

A representation using GPDs and TMDs is driven by
the overwhelming need to go beyond the one-dimensional
picture of the nucleon structure [34]. Even at large Bjorken
x, where most of the longitudinal momentum of the pro-
ton is carried by valence quarks, seemingly puzzling re-

sults from a first generation of worldwide exclusive and
semi-inclusive deep inelastic lepton scattering experiments
require a GPD and TMD description for their interpreta-
tion. Thus these representations provide us with a unified
view, demonstrating both the importance of this new phe-
nomenology, and the limitation of our previous studies of
nucleon structure.

Knowledge from inclusive, semi-inclusive and exclusive
electron scattering using the 12GeV CEBAF upgrade will
provide information on the transverse position and trans-
verse momentum of quarks for a fixed slice of their longi-
tudinal momentum leading to a three-dimensional imag-
ing of the nucleon both in position and momentum. This
upgrade offers for the first time the tools to unravel the
nucleon valence quark structure by mapping the spatial
position and momentum distribution of the quarks with
sufficient precision to propel our knowledge and under-
standing of the basic building blocks of nuclear matter to
a level unmatched previously.

The ultimate (and lofty!) goal is to 
determine  and 
compare to theory.

W(x, k⊥, r⊥)

Program of experimentation:

• Ongoing measurements of PDFs 

and Form Factors

• A start on determining the 

Generalized Parton Distributions

• Planning for measurements of the 

Transverse Momentum Distribs

Phenomenology/Theory

• Lots of model-building

• Fundamental theory calculations 

are currently underway
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Towards the Wigner Function

Figure 5: Deep exclusive processes in electron scattering as new type of hard scattering allowing QCD factorization and probing of the generalized
structure [104].

One of the combinations yields the mass form factor [108]565

Gm(t) =

MA (t) + B(t)

t
4M
�C(t)

t
M

�
. (2)

from which one can construct the mass distribution as well as the mass radius, hr2
im = 6

��� dGm(t)/M
dt

���
t=0. The EMT form566

factors also provide the key information about the proton spin carried by quarks and gluons [104],567

Jq,g =
1
2

[Aq,g + Bq,g] (3)

Finally, the form factors C(t) (also called D-term) and C̄(t) have been related to “pressure and shear pressure distri-568

butions” [109]. It was discovered that the GPDs provide phase-space images of the quarks and gluons with a fixed569

longitudinal momentum x (momentum-dissected tomography) [110, 111].570

Experimental observables in DVCS are parameterized by Compton Form Factors (CFFs) which as functions of t,571

⇠, and Q2 (which corresponds to renormalization scale of GPDs) [112]. At leading twist, there are eight CFFs (four572

complex pairs) which are related to four relevant GPDs, H, E, H̃, Ẽ, which contain one additional variable x integrated573

over in CFFs,574

F (⇠, t,Q2) =
Z

dxF(x, ⇠, t)
 

1
⇠ � x + i✏

�
1

⇠ + x + i✏

!
(4)

where F is a generic GPD. From the analysis of data from HERA and HERMES at DESY, as well as the results of575

new dedicated experiments at JLab, and at COMPASS at CERN, the experimental constraints on CFFs have been576

obtained from global extraction fits [113, 114]. However, data covering a su�ciently-large kinematic range, and the577

many di↵erent polarization observables, have not been systematically available. Moreover, meson production at JLab578

6 GeV has not yet shown parton dominance of scattering. The 12 GeV program at JLab will provide comprehensive579

information on these hard di↵ractive processes, entering the precision era for GPD studies.580

Extracting all 8 CFFs independently at fixed kinematics require a complete set of experiments. However, given581

these CFFs is not su�cient to reconstruct the GPDs due to the loop integral in the hand-bag diagram. One either582

has to make some models with parameters to fit to experimental data or make combined fits with lattice QCD data.583

Experimentally, one needs to explore processes that will give both x and ⇠ information, such as double DVCS or584

similar processes as we discussed in the next subsection. On the other hand, large-momentum e↵ective theories585

developed in recent years have made possible to calculate GPDs directly on lattice [115, 116] and some preliminary586

calculations can be found in Refs.[117, 118].587

Experiment E12-06-114 [119] in Hall A proposed a precision measurement of the helicity dependent and helity588

independent cross sections for the ep ! ep� reaction in DVCS kinematics. The experiment considered the special589

kinematic range Q2 > 2 (GeV/c)2 , W > 2 GeV, and �t < 1 GeV2, with Q2 extending to 9 (GeV/c)2 and x central590

region from 0.36 to 0.60. The experiment is a follow up of the successful Hall A DVCS run at the 5.75 GeV (E00-591

110). With polarized 6.6, 8.8, and 11 GeV beams incident on the liquid hydrogen target, the scattered electrons592

will be detected in the Hall A beam-left High Resolution Spectrometer (HRS) and the emitted photon in a slightly593

expanded PbF2 calorimeter. In general, the experiment will not detect the recoil proton. The H(e, e0�)X missing594
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FIG. 4. Values of the helicity-conserving CFFs, averaged over
t, as a function of xB . Bars around the points indicate sta-
tistical uncertainty and boxes show the total systematic un-
certainty. The fit results of previous data [19] at xB = 0.36
are displayed with the open markers. The average t values
are �0.281 GeV2 [19] and �0.345, �0.702, �1.050 GeV2 at
xB = 0.36, 0.48, 0.60, respectively. The solid lines show the
KM15 model [28].
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125, 232005 (2020).

[31] M. Benali et al., Nature Phys. 16, 191 (2020).
[32] K. Goeke et al., Prog. Part. Nucl. Phys. 47, 401 (2001).
[33] M. Penttinen, M. V. Polyakov, and K. Goeke, Phys. Rev.

D 62, 014024 (2000).

where x, ξ, and t are defined in Fig. 1. Similar equations
apply to the other GPDs E, Ẽ, and H̃. With a beam of
circularly polarized photons, TCS can access both the real
and imaginary parts of the CFFs [16].
As in DVCS, the Bethe-Heitler (BH) process, which can

be computed in a quasi-model-independent way, contrib-
utes to the same final state (see Fig. 1, right). The cross
section for exclusive lepton pair photoproduction on the
proton can be expressed as

σðγp → p0eþe−Þ ¼ σBH þ σTCS þ σINT; ð2Þ

where INT stands for the TCS-BH interference term. As
presented in Refs. [15,16], the BH contribution dominates
over the TCS in the total cross section by 2 orders of
magnitude in the kinematic range accessible at Jefferson
Lab (JLab). Therefore, the best practical way to access
GPDs with the TCS reaction is to measure observables
giving access to the TCS-BH interference. At leading order
and leading twist in QCD, σINT can be expressed as a linear
combination of GPD-related quantities [15],

d4σINT
dQ02 dtdΩ

¼A
1þ cos2θ

sin θ

× ½cos ϕReM̃−− − ν sin ϕ Im M̃−−&; ð3Þ

where

M̃−− ¼
!
F1H − ξðF1 þ F2ÞH̃ −

t
4m2

p
F2E

"
; ð4Þ

A is a kinematic factor given in Ref. [15], ϕ and θ are
defined in Fig. 2, Ω is the solid angle defined by θ and ϕ, ν
is the circular polarization of the photon beam (equal toþ1
for right-handed and −1 for left-handed polarization),mp is
the proton mass, F1 and F2 are the electromagnetic form

factors, andH, H̃, and E are the TCS CFFs of theH, H̃, and
E GPDs, respectively, which are given in Eq. (1). As the
coefficients of H̃ and E in Eq. (4) are suppressed, especially
in the kinematics covered at JLab, measuring unpolarized
and polarized observables linked to the TCS-BH interfer-
ence cross section accesses mainly, respectively, the real
and the imaginary parts of the H CFF.
In this Letter, two TCS observables were measured for

the first time: the photon polarization asymmetry A⊙U and
the forward-backward (FB) asymmetry AFB. A⊙U is propor-
tional to the sin ϕ moment of the polarized interference
cross section and allows access to the imaginary part of H.
AFB, defined as

AFBðθ;ϕÞ ¼
dσðθ;ϕÞ − dσð180° − θ; 180°þ ϕÞ
dσðθ;ϕÞ þ dσð180° − θ; 180°þ ϕÞ

; ð5Þ

projects out the cosϕ moment of the unpolarized cross
section, proportional to the real part of the CFF H [20].
Both A⊙U and AFB are zero if only BH contributes to the
γp → p0γ' cross section. Furthermore, it was shown in
Ref. [21] that the QED radiative corrections are negligible
for both of these observables.
The experiment was carried out in Hall B at JLab, using a

10.6-GeVelectron beam, impinging on a 5-cm-long liquid-
hydrogen target placed at the center of the solenoid magnet
of CLAS12 [22]. Potential quasireal photoproduction
events (ep → p0eþe−X) were selected requiring one elec-
tron, one positron, and one proton. The trajectories of
charged particles, bent by the CLAS12 torus and solenoid
magnetic fields, were measured by the drift chambers and
in the central vertex tracker, providing their charge and
momentum. The leptons were identified combining the
information from the high-threshold Cherenkov counters
and the forward electromagnetic calorimeter (ECAL) [23].
Leptons with momenta below 1 GeV were removed to
eliminate poorly reconstructed tracks in the forward

FIG. 1. Left: handbag diagram of the TCS process. Right:
diagram of the BH process. t ¼ ðp − p0Þ2 is the squared four-
momentum transfer between the initial and final protons, Q02 ¼
ðkþ k0Þ2 is the invariant mass of the lepton pair, andQ2 ¼ −q2 is
the virtuality of the real photon. ξ ¼ Q02=(2ðs −m2

pÞ −Q02) is
the momentum imbalance of the struck quark, s is the squared
center-of-mass energy, andmp is the proton mass. x is the average
momentum fraction of the struck quark.

FIG. 2. Relevant angles for TCS. ϕ and θ are, respectively, the
angle between the leptonic plane (defined by the outgoing leptons
momenta k and k0) and the hadronic plane (defined by the
incoming and outgoing proton momenta p and p0, defined in
Fig. 1), and the angle between the electron and the recoiling
proton in the leptons center-of-mass frame.
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t dependence of the amplitude of the sinusoidal modulation
is presented.
In-depth systematic checks were performed. Seven

sources of systematic uncertainties were studied: the
uncertainties associated with the binning of the acceptance
corrections and with the rejection of low-acceptance bins;
the uncertainties from the MC model used to calculate
the acceptance and the related efficiency corrections; the
systematic shifts induced by the identification procedure
of protons and positrons; the impact of the variation of the
exclusivity selection criteria. For each source of systematic
uncertainty and for each bin, a value of systematic shift was
added in quadrature after a smoothing procedure. This
procedure was necessary to avoid the large bin-to-bin
fluctuations of the systematic uncertainties due to the
low statistics. The total systematic uncertainties are always
smaller than the statistical uncertainties, typically by more
than 50%. The main contribution to the systematic uncer-
tainties comes from the exclusivity selection.
In Figs. 4 and 5, a clear photon beam polarization

asymmetry is observed. This arises from the BH-TCS
interference, as the expected asymmetry for the BH
contribution only, which was estimated using MC simu-
lation, is zero. The photon polarization asymmetries were
compared to predictions of the Vanderhaeghen-Guichon-
Guidal (VGG) model (based on a double-distribution (DD)
parametrization with Regge-like t dependence) [27–30]
and of the Goloskokov-Kroll (GK) model (based on a DD
parametrization with t dependence expressed in the forward
limit) [31–33] computed within the PARTONS framework
[34]. Both of these calculations were performed at leading
order in αs, which is a reasonable approximation in our

kinematics, while QCD corrections have been shown to be
quite important at lower values of ξ [35–37]. The measured
values [20] are in approximate agreement with the predictions
of GPD-based models, while BH-only calculations show no
asymmetry. This observation validates the application of the
GPD formalism to describe TCS data and hints at the
universality of GPDs, as the VGG and GK models also
describe well the 6-GeV DVCS data from JLab [38].
Using the same dataset, AFB was measured for four t

bins, integrating over all other kinematic variables due to
the limited statistics of the analysis [20]. The angular
coverage of CLAS12 allows one to measure AFB only in a
limited angular range. Thus, the forward and backward
angles (ϕF, θF, ϕB ¼ 180°þ ϕF and θB ¼ 180° − θF) were
extracted in a forward region defined by −40° < ϕF < 40°,
50° < θF < 80° and in a corresponding backward region
defined by 140° < ϕB < 220°, 100° < θB < 130°. The
value of AFB was computed, for each −t bin, as

AFB ¼ NF − NB

NF þ NB
; ð8Þ

where NF=B are the number of events in the forward and
backward angular bins, corrected by the acceptance and the
bin volume. The bin volume correction accounts for the
difference in coverage between the forward and the back-
ward directions, which could induce false asymmetries.
This correction assumes that the cross section of the TCS
reaction is constant within the volume of the forward
(respectively, backward) bin and that it can be estimated
only by measuring it in the volume covered by the
acceptance of CLAS12. These approximations were
accounted for in the systematic uncertainties by computing
AFB with BH-weighted simulated events. The difference
between the expected vanishing asymmetry and the
obtained value was assigned as a systematic uncertainty.
Figure 6 shows AFB for 1.5 < M < 3 GeV. In order to

explore the dependence on the hard scale of the FB
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corresponding distributions of events. The blue data points are
represented with statistical error bars, horizontal bin widths, and
shaded total systematic uncertainty. Red triangles show the
asymmetry computed for simulated BH events. The dashed
and dash-dotted lines are the predictions of, respectively, the
VGG [27–30] and the GK [31–33] models, evaluated at the
average kinematics.
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The other curves are defined in the caption of Fig. 5.
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the uncertainties from the MC model used to calculate
the acceptance and the related efficiency corrections; the
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exclusivity selection criteria. For each source of systematic
uncertainty and for each bin, a value of systematic shift was
added in quadrature after a smoothing procedure. This
procedure was necessary to avoid the large bin-to-bin
fluctuations of the systematic uncertainties due to the
low statistics. The total systematic uncertainties are always
smaller than the statistical uncertainties, typically by more
than 50%. The main contribution to the systematic uncer-
tainties comes from the exclusivity selection.
In Figs. 4 and 5, a clear photon beam polarization
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interference, as the expected asymmetry for the BH
contribution only, which was estimated using MC simu-
lation, is zero. The photon polarization asymmetries were
compared to predictions of the Vanderhaeghen-Guichon-
Guidal (VGG) model (based on a double-distribution (DD)
parametrization with Regge-like t dependence) [27–30]
and of the Goloskokov-Kroll (GK) model (based on a DD
parametrization with t dependence expressed in the forward
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quite important at lower values of ξ [35–37]. The measured
values [20] are in approximate agreement with the predictions
of GPD-based models, while BH-only calculations show no
asymmetry. This observation validates the application of the
GPD formalism to describe TCS data and hints at the
universality of GPDs, as the VGG and GK models also
describe well the 6-GeV DVCS data from JLab [38].
Using the same dataset, AFB was measured for four t

bins, integrating over all other kinematic variables due to
the limited statistics of the analysis [20]. The angular
coverage of CLAS12 allows one to measure AFB only in a
limited angular range. Thus, the forward and backward
angles (ϕF, θF, ϕB ¼ 180°þ ϕF and θB ¼ 180° − θF) were
extracted in a forward region defined by −40° < ϕF < 40°,
50° < θF < 80° and in a corresponding backward region
defined by 140° < ϕB < 220°, 100° < θB < 130°. The
value of AFB was computed, for each −t bin, as

AFB ¼ NF − NB

NF þ NB
; ð8Þ

where NF=B are the number of events in the forward and
backward angular bins, corrected by the acceptance and the
bin volume. The bin volume correction accounts for the
difference in coverage between the forward and the back-
ward directions, which could induce false asymmetries.
This correction assumes that the cross section of the TCS
reaction is constant within the volume of the forward
(respectively, backward) bin and that it can be estimated
only by measuring it in the volume covered by the
acceptance of CLAS12. These approximations were
accounted for in the systematic uncertainties by computing
AFB with BH-weighted simulated events. The difference
between the expected vanishing asymmetry and the
obtained value was assigned as a systematic uncertainty.
Figure 6 shows AFB for 1.5 < M < 3 GeV. In order to

explore the dependence on the hard scale of the FB
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Towards the Wigner Function

Semi Inclusive Deep Inelastic Scattering (SIDIS) at 12 GeV with SoLID

(left panel) shows the projected precision of the extracted transversity h1(x) from the SoLID base configuration for731

both the u and the d quark flavor compared with the current knowledge from a global analysis of the world data [174].732

In addition to providing 3-D imaging in momentum space, the Sivers functions also contain information on the quark733

orbital angular momentum. The transversity distributions is one of the three leading twist colinear distributions when734

integrated over the transverse momentum. The other two are the well-known unpolarized distributions and the helicity735

distributions. The integration of the transversity over x is the tensor charge. Tensor charge is a fundamental property736

of the nucleon which has been precisely calculated with Lattice QCD. Precision determination of the tensor charge737

would provide a benchmark test of Lattice QCD calculations. Figure 9 (right panel) shows the projection of expected738

precision from SoLID measurements in determining the tensor charge along with Lattice QCD calculations. Also739

shown are other theory/model predictions and phenomenological determinations from current world data [174].740
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Figure 9: (Left panel) The projected precision of SoLID measurements [163, 164] of transversity h1(x) for u and d quark (red bands), together with
results from global analysis of the world data (grey bands). (Right panel) The extracted tensor charge for u and d quark together with predictions
from lattice QCD, models, and phenomenological analyses of world data [174].

Studies of correlations of final state hadrons are crucial for understanding of the hadronization process in general,741

and the TMD FFs, in particular. First publication of CLAS12, dedicated to correlations in two hadron production in742

SIDIS [175], revealed significant correlations between hadrons produced in the current fragmentation region. Signif-743

icant single-spin asymmetry has been measured, which can be related to higher twist PDF e, interpreted in terms of744

the average transverse forces acting on a quark after it absorbs the virtual photon [176]. The di↵erence of error bars745

of 6 GeV and 12 GeV measurements, see Fig. 10, demonstrates the impact of the beam energy on the phase space for746

production of multiple hadrons in the final state.747

Measurements of flavor asymmetries in sea quark distributions performed in DY experiments, indicate very sig-748

nificant non-perturbative e↵ects at large Bjorken-x, where the valence quarks are relevant [178]. The measurements749

by E866 collaboration [179], and more recently by SeaQuest [180] suggest that d̄ is significantly larger than ū in the750

full accessible x-range, where non-perturbative e↵ects are measurable. The non-perturbative qq̄ pairs, most likely751

responsible for those di↵erences, are also correlated with spins and play a crucial role in spin orbit correlations, and752

in particular, single-spin asymmetries measured by various experiments in last few decades.753

Collinear PDFs have flavour dependence, thus it is not unexpected that also the transverse momentum dependence754

may be di↵erent for the di↵erent flavours [181]. Model calculations of transverse momentum dependence of TMDs755

[182, 183, 184, 185] and lattice QCD results [155, 157] suggest that the dependence of widths of TMDs on the quark756

polarization and flavor may be significant. It was found, in particular, that the average transverse momentum of757

antiquarks is considerably larger than that of quarks [186, 187].758
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Does not include SoLID

57 approved experiments now, ≈8 years at ≈30 weeks per year, more PAC’s to come 
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Ti
m

e

(×2)

Many more days proposed than 
approved by the PAC!


Sometimes several experiments 
included within “Run Groups”


Does not include SoLID, or the 
large number of “C2” approvals

The CEBAF user community 
remains active and enthusiastic 
about proposing new experiments!
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A large and growing nuclear physics community 
of more than 1700 users from 39 countries and 
more than 275 institutions and 34 US states.


Outstanding scientific progress resulting in more 
than 2200 papers published in refereed journals.


CEBAF is a unique and powerful facility for fixed-
target, high luminosity experimentation, that will 
remain in high demand into the EIC era.
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For electrons of  86 and 126 MeV, coincident pro- 
tons were detected in the electron scattering plane at 
angles Of0p = 40 °, 70 °, 190 °, and 220 ° in the center- 
of-mass system of  the recoiling 12C nucleus using a sol- 
id state detector  telescope subtending ,5~p = 40 msr. 
Additional in-plane angles significantly different from 
these could not be reached due to restrictions in the 
scattering chamber. For electrons of  118 MeV, much 
more complete proton angular correlations were mea- 
sured at eleven angles with respect to the recoil system 
in a plane rotated 135 ° from the electron scattering 
plane about the recoil axis. 

For excitation energies near and above that of  the 
GDR (co = 23.5 MeV) the angular correlations vary 
from approximate fo re - a f t  symmetry to being rather 
strongly forward-peaked as co is increased, while near 
20 MeV the distributions are clearly peaked at angles 
near 180 °. This effect is shown clearly in fig. 1 where 
the in-plane data (averaged over 1 MeV intervals in ex- 
citation energy) are shown for both 86 and 126 MeV 
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Fig. I. 12C(e, e'p0)l]B angular correlations for incident ener- 
gies of 86 MeV (left) and 126 MeV (right), 0 e, = 40 °, averaged 
over 1 MeV excitation energy intervals. The dashed curve is 
based on calculations for the 1- GDR at 23 MeV. 
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incident energy and particularly in fig. 2 which dis- 
plays the detailed out-of-plane data for co = 19 -23  
MeV. For comparison, a calculated correlation is 
shown in fig. 1 for an isolated 1 - state with the ob- 
served properties [12] of  the 12C GDR, i.e., a photo- 
nuclear angular correlation of  4~ do/d~2 = o 0 [ 1-0 .55 
X P2(cos 0)] .  

Legendre polynomial  contributions were obtained 
by fitting the correlations to the expression [9,13] 
o[1 + OqPl(COS 0) + o~2P2(cos 0) + IS2PI(0) cos q~]. 
For the in-plane measurement, with data at only a few 
angles, the coefficients o~ 2 and/32 are not determined 
with significant accuracy, but  the choice of  angles 
does allow cq to be determined to bet ter  than 10%. 
For the out-of-plane measurements the fits are dis- 
played in fig. 2. The coefficient cq for all the measure- 
ments is displayed in fig. 3. The observed backward 
peaking near co = 20 MeV is indicated by  the strongly 
negative value of  ~1. The forward-peaked asymmetry 
at high excitation energies is indicated by the positive 
values of  cq. For comparison the previously measured 
value [12] o foq  at q = co is shown at the top of  fig. 3. 

Two results are evident from fig. 3. First, for fixed 
co, c~ 1 increases with momentum transfer q. Second, 
the value of  cq in the region near co = 20 MeV is small 
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by determining variations across multiple runs, as well as by
applying different acceptance cuts. A fixed uncertainty was
assigned to take care of those variations.

The time-coincidence cut efficiency, as other acceptance
cuts, was evaluated by changing the cut by ±σ .

SIMC generates events including the effects from radia-
tive processes: vacuum polarization, vertex corrections, and
internal bremsstrahlung. External radiative processes refer to
electrons losing energy while passing through material in
the target. Radiative correction in SIMC are implemented
following the recipe of Dasu [65], using the Whitlow’s ap-
proach [66,67]. We considered a fixed 1% uncertainty due
to the theoretical model for the radiative corrections over the
full kinematic range as in our previous work. We generated
different MC where the radiative corrections were rescaled
by

√
(Q2)/2, Q2 being the four-momentum transfer squared,

and reanalyzed the data and looked for variations. Coulomb
corrections were included in the local effective momentum
approximation [68]. A 10% uncertainty associated with the
Coulomb potential was included as systematic uncertainty.
Finally, we included a target thickness uncertainty and an
uncertainty due to the boiling effect correction [37].

The measured and MC predicted differential cross sections
d6σ/dωd#ed pd#p are presented in Fig. 3 as a function of
Em and in Fig. 4 as a function of pm, integrated over the full
range of Em, for 40Ar [Fig. 4(a)] and 48Ti [Fig. 4(b)] targets.

The MC simulation clearly overestimates the extracted
cross sections. As the nuclear model underlying the sim-
ulation neglects the effects of FSI other than the nuclear
transparency and all correlations between nucleons, this dif-
ference is by no means surprising. Both FSI and partial
depletion of the shell-model states require further studies,
base on all five datasets collected by the JLab E12-14-012
experiment, which will be reported elsewhere.

A. Final-state interactions

Within DWIA, FSI between the outgoing proton and
the spectator nucleons are described by a complex, energy-
dependent, phenomenological optical potential (OP). The OPs
available for calculations were determined by fitting a set of
elastic proton-nucleus scattering data for a range of target
nuclei and beam energies. Different parametrizations, yielding
equivalently good descriptions of the data, can give differ-
ences and theoretical uncertainties when “equivalent” OPs are
used in kinematical regions for which experimental data are
not available, or when they are extended to inelastic scattering
and to calculation of the cross section of different nuclear
reactions.

Nonrelativistic and relativistic OPs are available for
(e, e′ p) calculations within nonrelativistic and relativistic
DWIA frameworks. However, nonrelativistic phenomenolog-
ical OPs are available for energies not larger than 200 MeV. It
is generally believed that above ≈180 MeV the Schrödinger
picture of the phenomenological OP should be replaced by
a Dirac approach, and a relativistic OP should be used. In
Ref. [69], it was shown that in (e, e′ p) reactions the dif-
ferences between the nonrelativistic and relativistic DWIA
results depend on kinematics and increase with the outgoing
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FIG. 3. Sixfold differential cross section as a function of missing
energy for argon (a) and titanium (b). The background estimate (line
connecting the experimental data points) is multiplied by 10 for pur-
pose of presentation. The MC predictions, based on the mean-field
SF, include a correction for the nuclear transparency, while other FSI
effects are not accounted for.

proton energy, and for proton energies above 200 MeV a
relativistic calculation is necessary.

We have used the “democratic”(DEM) relativistic OP [70],
obtained from a global fit to over 200 sets of elastic proton-
nucleus scattering data, comprised of a broad range of targets,
from helium to lead, at energies up to 1040 MeV.

An example of the comparison between PWIA and DWIA
results is given in Fig. 5, where the reduced cross section as
a function of pm is displayed for proton knockout from the
1p1/2 argon orbital. Calculations are performed within the
relativistic model of Ref. [69] for the parallel kinematics of
the present experiment. Positive and negative values of pm
indicate, conventionally, cases in which |q| < |p′| and |q| >
|p′|, respectively. The reduction and the shift produced in the
reduced cross section by FSI in the DWIA calculation can be
clearly seen.
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t dependence of the amplitude of the sinusoidal modulation
is presented.
In-depth systematic checks were performed. Seven

sources of systematic uncertainties were studied: the
uncertainties associated with the binning of the acceptance
corrections and with the rejection of low-acceptance bins;
the uncertainties from the MC model used to calculate
the acceptance and the related efficiency corrections; the
systematic shifts induced by the identification procedure
of protons and positrons; the impact of the variation of the
exclusivity selection criteria. For each source of systematic
uncertainty and for each bin, a value of systematic shift was
added in quadrature after a smoothing procedure. This
procedure was necessary to avoid the large bin-to-bin
fluctuations of the systematic uncertainties due to the
low statistics. The total systematic uncertainties are always
smaller than the statistical uncertainties, typically by more
than 50%. The main contribution to the systematic uncer-
tainties comes from the exclusivity selection.
In Figs. 4 and 5, a clear photon beam polarization

asymmetry is observed. This arises from the BH-TCS
interference, as the expected asymmetry for the BH
contribution only, which was estimated using MC simu-
lation, is zero. The photon polarization asymmetries were
compared to predictions of the Vanderhaeghen-Guichon-
Guidal (VGG) model (based on a double-distribution (DD)
parametrization with Regge-like t dependence) [27–30]
and of the Goloskokov-Kroll (GK) model (based on a DD
parametrization with t dependence expressed in the forward
limit) [31–33] computed within the PARTONS framework
[34]. Both of these calculations were performed at leading
order in αs, which is a reasonable approximation in our

kinematics, while QCD corrections have been shown to be
quite important at lower values of ξ [35–37]. The measured
values [20] are in approximate agreement with the predictions
of GPD-based models, while BH-only calculations show no
asymmetry. This observation validates the application of the
GPD formalism to describe TCS data and hints at the
universality of GPDs, as the VGG and GK models also
describe well the 6-GeV DVCS data from JLab [38].
Using the same dataset, AFB was measured for four t

bins, integrating over all other kinematic variables due to
the limited statistics of the analysis [20]. The angular
coverage of CLAS12 allows one to measure AFB only in a
limited angular range. Thus, the forward and backward
angles (ϕF, θF, ϕB ¼ 180°þ ϕF and θB ¼ 180° − θF) were
extracted in a forward region defined by −40° < ϕF < 40°,
50° < θF < 80° and in a corresponding backward region
defined by 140° < ϕB < 220°, 100° < θB < 130°. The
value of AFB was computed, for each −t bin, as

AFB ¼ NF − NB

NF þ NB
; ð8Þ

where NF=B are the number of events in the forward and
backward angular bins, corrected by the acceptance and the
bin volume. The bin volume correction accounts for the
difference in coverage between the forward and the back-
ward directions, which could induce false asymmetries.
This correction assumes that the cross section of the TCS
reaction is constant within the volume of the forward
(respectively, backward) bin and that it can be estimated
only by measuring it in the volume covered by the
acceptance of CLAS12. These approximations were
accounted for in the systematic uncertainties by computing
AFB with BH-weighted simulated events. The difference
between the expected vanishing asymmetry and the
obtained value was assigned as a systematic uncertainty.
Figure 6 shows AFB for 1.5 < M < 3 GeV. In order to

explore the dependence on the hard scale of the FB
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FIG. 5. A⊙U as a function of −t at the averaged kinematic point
Eγ ¼ 7.29% 1.55 GeV; M ¼ 1.80% 0.26 GeV. The errors on
the averaged kinematic point are the standard deviations of the
corresponding distributions of events. The blue data points are
represented with statistical error bars, horizontal bin widths, and
shaded total systematic uncertainty. Red triangles show the
asymmetry computed for simulated BH events. The dashed
and dash-dotted lines are the predictions of, respectively, the
VGG [27–30] and the GK [31–33] models, evaluated at the
average kinematics.
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uncertainty and for each bin, a value of systematic shift was
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low statistics. The total systematic uncertainties are always
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than 50%. The main contribution to the systematic uncer-
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interference, as the expected asymmetry for the BH
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compared to predictions of the Vanderhaeghen-Guichon-
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values [20] are in approximate agreement with the predictions
of GPD-based models, while BH-only calculations show no
asymmetry. This observation validates the application of the
GPD formalism to describe TCS data and hints at the
universality of GPDs, as the VGG and GK models also
describe well the 6-GeV DVCS data from JLab [38].
Using the same dataset, AFB was measured for four t

bins, integrating over all other kinematic variables due to
the limited statistics of the analysis [20]. The angular
coverage of CLAS12 allows one to measure AFB only in a
limited angular range. Thus, the forward and backward
angles (ϕF, θF, ϕB ¼ 180°þ ϕF and θB ¼ 180° − θF) were
extracted in a forward region defined by −40° < ϕF < 40°,
50° < θF < 80° and in a corresponding backward region
defined by 140° < ϕB < 220°, 100° < θB < 130°. The
value of AFB was computed, for each −t bin, as

AFB ¼ NF − NB

NF þ NB
; ð8Þ

where NF=B are the number of events in the forward and
backward angular bins, corrected by the acceptance and the
bin volume. The bin volume correction accounts for the
difference in coverage between the forward and the back-
ward directions, which could induce false asymmetries.
This correction assumes that the cross section of the TCS
reaction is constant within the volume of the forward
(respectively, backward) bin and that it can be estimated
only by measuring it in the volume covered by the
acceptance of CLAS12. These approximations were
accounted for in the systematic uncertainties by computing
AFB with BH-weighted simulated events. The difference
between the expected vanishing asymmetry and the
obtained value was assigned as a systematic uncertainty.
Figure 6 shows AFB for 1.5 < M < 3 GeV. In order to

explore the dependence on the hard scale of the FB
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The Nuclear Physics Community embraces with highest priority the scientific 
capitalization of investments made at CEBAF. This will allow CEBAF to realize 
a broad program of nuclear physics experiments, including unprecedented 
luminosities with SoLID. Therefore, we strongly support optimal running of the 
12 GeV program, including the construction and deployment of SoLID. 
Furthermore, full utilization of CEBAF during EIC construction will build and 
strengthen the scientific workforce in preparation for successful operation of 
the EIC, and provides the opportunity for a future complementary program at 
Jefferson Lab during EIC operations.

“Run the program!”


