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 This is the long-term goal 
of all scientific fields!
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Runs 23+25 200 GeV

sPHENIX sampled 32/nb

Runs 3+4 5/5.5 TeV

14/nb

Runs 3+4 8.16 TeV

1200/nb

Runs 3+4 O+O

Run 5+ light ions

Future Data



Start of Super-RHIC: 2023
The STAR Beam Use Request for Run-23-25

The STAR Collaboration

Completely re-imagined as 
dedicated detector for jet, heavy 

flavor, upsilon physics

Large rate, hermetic calorimetry,      

precision tracking

Unique forward instrumentation: 
tracking + calorimetry in 


+ other upgrades (increased                 
TPC rate, etc.)

2.5 < |η | < 4
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sPHENIX Inner 
Hadronic Calorimeter 

installation into 
OHCal+Magnet
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+ other upgrades (L1 and HLT trigger, muon detectors, endcap calorimetry, etc.) 14

ATLAS+CMS Run 4, 
major tracking 

upgrades: |η | < 4

U.S. involvement in MIP 
Timing Detector (MTD) for 

CMS Run 4: particle ID 
within  in HI|η | < 3

Exp. future @ LHC | QM April 10th, 2022 | Jochen Klein 8

CMS phase II upgrades

Endcap calorimeter 
• High-granular ECal + HCal 
→ 4d showers (σt ≈ 20 ps)

MIP timing detector 
• barrel: LYSO + SiPMs

• endcaps: LGADs

• σTOF ≈ 30 ps

New readout for muon system

➟ Charged particle tracking up to |η| < 4, muons up to |η| < 3 
➟ Time-of-flight PID up to |η| < 3  
➟ High-precision vertexing 
➟ Wide coverage calorimetryL1 trigger, HLT, DAQ

Run 1 Run 2 Run 3 Run 4 Run 5 Run 6

Tracker 
• inner: hybrid silicon pixels

• outer: hybrid silicon pixels + 

strips

HCal 

• HPD → SiPMs

Luminosity detectors HL-ZDC 
• JZCaP (jointly with CMS)

• adapt to new optics

• increase radiation hardness 

• Reaction plane detector

→ A. Stahl  
(Thu 15:20)

Forward muon system 

• All GEM chambers

• new frontend electronics for 

CSC endcaps

ATLAS ITk

Quark Matter – 6 April 2022

Zvi Citron

New Inner Tracker (ITk) for HL-LHC

• New all-silicon inner tracker
• Extends η acceptance to ±4 (from 

2.5)
• Improves flow measurements 

(where increased statistics of HL-
LHC is less important)

16

4− 3− 2− 1− 0 1 2 3 4
η

0

0.2

0.4

0.6

0.8

1

ef
fic

ie
nc

y

ATLAS  Simulation Preliminary

 = 5.02 TeVNNsPb+Pb  
ITk Inclined Duals

HIJING
 >  0.4 GeV

T
0-100%, p

0 1 2 3 4 5 6 7 8 9 10
 (GeV)

T
p

0

0.2

0.4

0.6

0.8

1

ef
fic

ie
nc

y

ATLAS  Simulation Preliminary
ITk Inclined Duals

 = 5.02 TeVNNsPb+Pb  
HIJING

| < 4η0-100%, |

Figure 2: Track reconstruction e�ciency as a function of pseudorapidity and transverse momentum in minimum
bias (0–100% centrality) Pb+Pb collisions with the ITk upgrade.
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Figure 3: Resolution of track parameters d0 (left) and z0 (right) as a function of pseudorapidity for minimum track
pT threshold 0.4 GeV in minimum bias (0–100% centrality) Pb+Pb collisions with the ITk upgrade.

detector acceptance. For the systematic uncertainties, some improvement is expected for the Runs 3 and
4 data based on advancement in measurement technique and improved understanding of the detector.
However, at present, it is not possible to make a quantitative projection of these expectations for most of
the analyses discussed in this note.

3.1 Pb+Pb Measurements

3.1.1 Heavy-flavor flow

Understanding the interactions of heavy quarks in the quark gluon plasma can help to understand transport
properties of the plasma [13, 14]. ATLAS has performed measurements of the elliptic anisotropy of
muons from heavy-flavor decays, vHF!µ

2 [15], but these are of limited experimental precision. Figure 4
shows projections for the elliptic anisotropy of muons from heavy-flavor decays. The projections are
made at

p
s = 2.76 TeV assuming an integrated luminosity of 10 nb�1 and that the muon trigger with a

4 GeV threshold will sample the entire luminosity. The existing measurements [15] using Run 1 data
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3.3 Material Description within the Simulation

Figure 3.6: A visualisation of the ITk as implemented in the simulation framework

inactive elements of the detector were implemented in the simulation framework, which
describes their size, position, and material composition. A visualisation of the simulated
detector, including all material elements, is shown in Figure 3.6. The material description
is based on the technical design of the detector as discussed in the following chapters.

For each pixel layout candidate simulation model, the relevant physical design was de-
tailed by the ITk pixel mechanics groups. All pixel sensors are modelled as 100 µm thick
silicon for the innermost two layers and as 150 µm elsewhere, and front-end chips are mod-
elled as silicon with extra elements added as appropriate, corresponding to additional chip
components such as metal layers. This approach provides a conservative estimate of the
material. For pixel barrel services, the cable material included varies as a function of z to
accurately reflect the number of cables that will be required for the modules at that position.
For pixel end-caps, the masses and materials of both the support structure and services are
modelled according to mechanical descriptions. For the Inclined design, the individual
inclined-sensor supports are individually modelled as carbon foam wedges.

The strip barrel detector models each material contribution separately, with masses and ma-
terial compositions reflecting the mechanical designs. For the strip end-caps some materials
are merged: materials/objects that sit next to each other are not individually modelled, but
instead one homogeneous block of material is included, adjusted to have the correct radi-
ation length as calculated based on the engineering designs.

For the Strip Detector global supports, the barrel and end-caps are modelled in detail, in-
cluding the stave cooling pipes, carbon-foam, face-sheets, cable bus, hybrids, and front-
end ASICs. In the end-caps, the silicon sensors are described individually, but the remain-

31

U.S. leads joint ATLAS-
CMS HL-ZDC with 

reaction plane capability

in Run 3 (2022-2025) 
and Run 4 (2029-2032)



                        2  &                 Upgrades

ALICE 2: improved 
tracking system, muon 
capability, triggering & 

data rates

U.S. involvement in 
Barrel Tracking Upgrade 
(TPC + ITS2) for Run 3 
and FoCal for Run 4

Anton Alkin, QM22 07/04/2022[11/15] [Getting ready for data: Detector performance]

Comissioning: ITS and TPC
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J. Phys. G 41 (2014) 087002

• ALPIDE chip: Based on MAPS (Monolithic Active Pixel Sensor)
• Thickness: 50 µm
• Granularity: 2000 pixels/cm2

• 7 Layers (3 layers Inner Barrel, 4 Layers Outer Barrel)
• ~24k chips -> ~ 12.5G pixels 
• Distance from the collision point: 22 mm
• Radiation lengh: 0.35%X0 (Inner Barrel)
• Readout rate: 100 kHz PbPb, 400 kHz pp

Improved low-pT tracking 
efficiency 
(> 90% for pT> 200 MeV/c)

Improved pointing 
resolution at primary 
vertex by more than 
factor 2
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• 3.2 < η < 5.8

CERN-LHCC-2020-009, LHCC-I-036

Hadronic and electromagnetic 
calorimeter
• FoCal-E: Si+W sampling 

calorimeter
• FoCal-H: conventional 

sampling hadronic calorimeter

Electromagnetic calorimeter:
• Low Granularity: Si-pad (16 layers)
• High Granularity: MAPS, based on 

ALPIDE (2 layers)
Shower tracking

EPICAL (ALPIDE) 
pixel prototype 
(proton CT project) 

Full (pad-layer only) 
modules for tests at 
PS/SPS and in 2018 
13 TeV LHC beam

15
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LHCb upgrade I(a)
Readout and  

data processing 

• sw trigger on GPUs 
→ readout at 40 MHz

Calorimeters 

• new electronics 
(triggerless, non-zs data)


• reduced PMT gain

Muon stations 

• M1 (GEM) removed

• new electronics 

(triggerless)

Vertex Locator 

• new VeloPix sensor 

• closer to beam  

(8.1 mm → 5.1 mm)

• thin RF foil

Tracking 

• Upstream tracker 
→ Silicon micro-strips


• SciFi tracker (new) 
→ SiPM readout

RICH 

• RICH1 (C4F10) renewed, 
RICH2 (CF4) upgraded


• HPD → MaPMTs

• new readout ASIC (CLARO)

SMOG 2 

• parallel operation with pp

• higher pressure

• also non-noble gases

Run 1 Run 2 Run 3 Run 4 Run 5 Run 6

➟ 50 kHz Pb-Pb (> 30 % centrality) 
➟ Improved vertexing 
➟ Higher luminosities for fixed target

→ S. Mariani  
(Wed 11:30)

LHCb: new tracking & 
readout, increase AA 
centrality coverage 

60-100%  30-100%

Unique SMOG2 program 

- novel small and 
intermediate nuclei in 

fixed target mode 

→



state-of-art development of sensors and computing, in alignment with the recommendations
of the European Strategy for Particle Physics [4]. The mean number of interactions per pp
bunch-crossing, µ, at the start of each fill will be around 40, which makes the correct identification
of secondary vertices particularly challenging. The increased particle multiplicity and rates will
present significant problems for all detectors, as will the increased radiation damage for certain
components. A thorough study, involving both simulation and detector R&D, is being carried
out and will continue to be pursued during the next years. Promising potential solutions have
already been identified, and will be discussed in this document.

In this proposal the detector challenges are met while keeping the existing footprint of the
spectrometer, and largely maintaining the current arrangement of sub-systems, as shown in
Fig. 1.2. The tracking system will consist of a Vertex Locator (VELO) and tracking stations

Figure 1.2: Schematic side-view of the Upgrade II detector.

placed upstream (Upstream Tracker, UT) and downstream the magnet (Mighty Tracker, MT).
The Mighty Tracker will be split in an Silicon Tracker covering the inner region, and a Scintillating
Fiber Tracker (SciFi) covering the outer region. As a new feature with respect to Upgrade I,
additional tracking stations (Magnet Stations, MS) will cover the magnet side walls. The
particle identification (PID) system will consist of a RICH system composed by RICH1 and
RICH2 detectors placed upstream and downstream the magnet, respectively, an electromagnetic
calorimeter (ECAL), and 4 muon stations (M2–M5). The baseline design will not include
anymore an hadron calorimeter in front of the muon detector, replaced by additional shielding,
and will feature instead a time-of-flight detector (TORCH) in front of RICH2.

An essential attribute, not present in the Upgrade I version of the detector, will be precision
timing. This will be required across a number of subsystems, the VELO and most of the
particle identification detectors, namely RICH, ECAL and TORCH. Using a resolution of a

4

LHC Run 5 and beyond (2035+)

LHCb Upgrade II: re-imagining all 
sub-detectors for high luminosity 

No more centrality limitation in AA


High precision flavor physics 

Letter of intent for ALICE 3 (CERN-LHCC-2022-009) 23

Figure 1: ALICE 3 detector concept: A silicon tracker composed of cylinders and disks serves
for track reconstruction in the magnetic field provided by a super-conducting magnet system. The
vertex tracker is contained within the beam pipe. For particle identification a time-of-flight detector,
RICH detector, photon detector, and a muon system are employed. The forward conversion tracker
is housed in a dedicated dipole magnet.

1.5 Uniqueness and competitiveness
The proposed ALICE 3 experiment combines excellent particle identification capabilities with a
tracking system that has very low mass and unique pointing resolution, covering a much larger
rapidity range than the current ALICE setup. This combination provides unique access to ther-
mal dielectron production and heavy flavour probes of the quark-gluon plasma.

ALICE 3 will be able to cleanly identify dielectrons over a broad range in mass and pT, thus
providing unique access to the temperature evolution of the early stage of the collision, as well
as signatures of chiral symmetry restoration. These measurements will be unique at LHC, since

Figure 2: Longitudinal cross section of the ALICE 3 detector concept

ALICE 3: a next-generation detector 
with high-rate, large acceptance, 
precision tracking and particle ID

16



Progress since the last Long-Range Plan, 
and future prospects



Rapid sophistication of jet sub-structure

First tests of SS quantities 

Relative shape only
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Rapid sophistication of jet sub-structure

First tests of SS quantities 

Relative shape only
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Starting to perform controlled experiments to isolate what controls the physics



What governs parton energy loss?

Prong 
structure?

central collisions, the data suggests a narrowing of the
Pb-Pb distribution relative to the pp distribution is
observed. This narrowing persists even in semicentral
Pb-Pb collisions for R ¼ 0.4 where quenching effects
are expected to be less than in central collisions.

We compare the ratio of the measurements in pp and
Pb-Pb collisions with several theoretical implementations
of jet quenching:
(i) JETSCAPE [63] consists of a medium-modified

parton shower with the MATTER model [68] controlling
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FIG. 3. Unfolded θg distributions for charged-particle jets in pp collisions compared to those in Pb-Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV
with zcut ¼ 0.2 for 0%–10% centrality for R ¼ 0.2 (left) and 30%–50% centrality for R ¼ 0.4 (right). The distributions are normalized
to the inclusive jet cross section in the 60 < pT;ch jet < 80 GeV=c interval, and ftagged indicates the fraction of splittings that were tagged
to pass the SD condition in the selected pT;ch jet interval. The ratios in the bottom panel are compared to the following theoretical
predictions: JETSCAPE [63], JEWEL [62,64], Caucal et al. [34,65], Pablos et al. [36,66,67], and Yuan et al. [31]. Further details can be
found in Ref. [50].
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FIG. 2. Unfolded zg distributions for charged-particle jets in pp collisions compared to those in Pb-Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV
with zcut ¼ 0.2 for 0%–10% centrality for R ¼ 0.2 (left) and 30%–50% centrality for R ¼ 0.4 (right). The distributions are normalized
to the inclusive jet cross section in the 60 < pT;ch jet < 80 GeV=c interval, and ftagged indicates the fraction of splittings that were tagged
to pass the SD condition in the selected pT;ch jet interval. The ratios in the bottom panel are compared to the following theoretical
predictions: JETSCAPE [63], JEWEL [62,64], Caucal et al. [34,65], Chien et al. [33], Qin et al. [35], and Pablos et al. [36,66,67]. Further
details can be found in Ref. [50].

PHYSICAL REVIEW LETTERS 128, 102001 (2022)

102001-4

ALICE, PRL 128 (2022) 102001

22

Starting to perform controlled experiments to isolate what controls the physics



What governs parton energy loss?

Color 
charge?

Prong 
structure?

central collisions, the data suggests a narrowing of the
Pb-Pb distribution relative to the pp distribution is
observed. This narrowing persists even in semicentral
Pb-Pb collisions for R ¼ 0.4 where quenching effects
are expected to be less than in central collisions.

We compare the ratio of the measurements in pp and
Pb-Pb collisions with several theoretical implementations
of jet quenching:
(i) JETSCAPE [63] consists of a medium-modified

parton shower with the MATTER model [68] controlling
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FIG. 3. Unfolded θg distributions for charged-particle jets in pp collisions compared to those in Pb-Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV
with zcut ¼ 0.2 for 0%–10% centrality for R ¼ 0.2 (left) and 30%–50% centrality for R ¼ 0.4 (right). The distributions are normalized
to the inclusive jet cross section in the 60 < pT;ch jet < 80 GeV=c interval, and ftagged indicates the fraction of splittings that were tagged
to pass the SD condition in the selected pT;ch jet interval. The ratios in the bottom panel are compared to the following theoretical
predictions: JETSCAPE [63], JEWEL [62,64], Caucal et al. [34,65], Pablos et al. [36,66,67], and Yuan et al. [31]. Further details can be
found in Ref. [50].
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FIG. 2. Unfolded zg distributions for charged-particle jets in pp collisions compared to those in Pb-Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV
with zcut ¼ 0.2 for 0%–10% centrality for R ¼ 0.2 (left) and 30%–50% centrality for R ¼ 0.4 (right). The distributions are normalized
to the inclusive jet cross section in the 60 < pT;ch jet < 80 GeV=c interval, and ftagged indicates the fraction of splittings that were tagged
to pass the SD condition in the selected pT;ch jet interval. The ratios in the bottom panel are compared to the following theoretical
predictions: JETSCAPE [63], JEWEL [62,64], Caucal et al. [34,65], Chien et al. [33], Qin et al. [35], and Pablos et al. [36,66,67]. Further
details can be found in Ref. [50].
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What governs parton energy loss?

Parton 
mass? 

Color 
charge?

Prong 
structure?

central collisions, the data suggests a narrowing of the
Pb-Pb distribution relative to the pp distribution is
observed. This narrowing persists even in semicentral
Pb-Pb collisions for R ¼ 0.4 where quenching effects
are expected to be less than in central collisions.

We compare the ratio of the measurements in pp and
Pb-Pb collisions with several theoretical implementations
of jet quenching:
(i) JETSCAPE [63] consists of a medium-modified

parton shower with the MATTER model [68] controlling
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FIG. 3. Unfolded θg distributions for charged-particle jets in pp collisions compared to those in Pb-Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV
with zcut ¼ 0.2 for 0%–10% centrality for R ¼ 0.2 (left) and 30%–50% centrality for R ¼ 0.4 (right). The distributions are normalized
to the inclusive jet cross section in the 60 < pT;ch jet < 80 GeV=c interval, and ftagged indicates the fraction of splittings that were tagged
to pass the SD condition in the selected pT;ch jet interval. The ratios in the bottom panel are compared to the following theoretical
predictions: JETSCAPE [63], JEWEL [62,64], Caucal et al. [34,65], Pablos et al. [36,66,67], and Yuan et al. [31]. Further details can be
found in Ref. [50].
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FIG. 2. Unfolded zg distributions for charged-particle jets in pp collisions compared to those in Pb-Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV
with zcut ¼ 0.2 for 0%–10% centrality for R ¼ 0.2 (left) and 30%–50% centrality for R ¼ 0.4 (right). The distributions are normalized
to the inclusive jet cross section in the 60 < pT;ch jet < 80 GeV=c interval, and ftagged indicates the fraction of splittings that were tagged
to pass the SD condition in the selected pT;ch jet interval. The ratios in the bottom panel are compared to the following theoretical
predictions: JETSCAPE [63], JEWEL [62,64], Caucal et al. [34,65], Chien et al. [33], Qin et al. [35], and Pablos et al. [36,66,67]. Further
details can be found in Ref. [50].
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 Medium effects: D0 jets in 0-10% Pb-Pb

14

• Higher RAA of D0-jet compared to inclusive jets in 
PbPb? 

• Comparison is sensitive to difference between 
quarks and gluon energy loss (Casimir colour 
effect) 

• Comparison could also be sensitive to mass 
effects (dead-cone effect) 
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What governs parton energy loss?

Parton 
mass? 

Path length vs. 
fluctuations?

Color 
charge?

Prong 
structure?

central collisions, the data suggests a narrowing of the
Pb-Pb distribution relative to the pp distribution is
observed. This narrowing persists even in semicentral
Pb-Pb collisions for R ¼ 0.4 where quenching effects
are expected to be less than in central collisions.

We compare the ratio of the measurements in pp and
Pb-Pb collisions with several theoretical implementations
of jet quenching:
(i) JETSCAPE [63] consists of a medium-modified

parton shower with the MATTER model [68] controlling
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FIG. 3. Unfolded θg distributions for charged-particle jets in pp collisions compared to those in Pb-Pb collisions at
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sNN

p ¼ 5.02 TeV
with zcut ¼ 0.2 for 0%–10% centrality for R ¼ 0.2 (left) and 30%–50% centrality for R ¼ 0.4 (right). The distributions are normalized
to the inclusive jet cross section in the 60 < pT;ch jet < 80 GeV=c interval, and ftagged indicates the fraction of splittings that were tagged
to pass the SD condition in the selected pT;ch jet interval. The ratios in the bottom panel are compared to the following theoretical
predictions: JETSCAPE [63], JEWEL [62,64], Caucal et al. [34,65], Pablos et al. [36,66,67], and Yuan et al. [31]. Further details can be
found in Ref. [50].
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 Medium effects: D0 jets in 0-10% Pb-Pb
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• Higher RAA of D0-jet compared to inclusive jets in 
PbPb? 

• Comparison is sensitive to difference between 
quarks and gluon energy loss (Casimir colour 
effect) 

• Comparison could also be sensitive to mass 
effects (dead-cone effect) 
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ATLAS, PRC 105 (2022) 064903

Starting to perform controlled experiments to isolate what controls the physics
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FIG. 1. A snapshot of (a) the total and (b) jet-induced
energy density distribution in the transverse plane of a semi-
central Pb+Pb collision at

p
sNN = 5.02 TeV from CoLBT-

hydro simulations with a Z-jet at the spatial rapidity ⌘s = 0
and proper time ⌧ = 4.6 fm/c. Straight (wavy) lines represent
the transverse momenta of partons (Z boson) and dashed
circles represent the two colliding nuclei.

duction and jet-induced medium response in high-energy
heavy-ion collisions. CoLBT-hydro couples jet propaga-
tion within the linear Boltzmann transport (LBT) model
[34] to the event-by-event (3+1)D CCNU-LBNL viscous
(CLVisc) hydrodynamic model [41] in real time through
a source term from the energy-momentum lost to the
medium by jet shower and recoil partons. The LBT
model [34] is based on the Boltzmann equation for both
jet shower and recoil partons with pQCD leading-order
elastic scattering and induced gluon radiation according
to the high-twist approach [42–45]. The final hadron
spectra from CoLBT-hydro include contributions from
the hadronization of hard partons within a parton re-
combination model [46] and jet-induced hydro response
via Cooper-Frye freeze-out. A freeze-out temperature
Tf = 137 MeV and specific shear viscosity ⌘/s = 0.08
together with the s95p parameterization of the equation
of state [47] and AMPT [48] or Trento [49] initial condi-
tions are used in CLVisc which can reproduce experimen-
tal data on bulk hadron spectra and anisotropic flows at
both RHIC and LHC energies [41]. For more detailed
descriptions of LBT and CoLBT-hydro model we refer
readers to Refs. [26, 27, 34, 50–52] and [29, 33].

PYTHIA8 [53] is used to generate initial Z/�-jet con-
figurations. The isospin dependence of the parton dis-
tribution functions (PDF) in a nucleus is considered but
other cold nuclear modification of the PDF is neglected
since it has negligible e↵ects on jet and hadron spec-
tra per Z/� trigger. The initial transverse positions of
Z/�-jets are sampled according to the binary nucleon-
nucleon collisions within the HIJING [54, 55] and the
AMPT model [48] which also provides initial conditions
for CLVisc hydro simulations. Partons from jet showers
as well as from MPI’s associated with the Z/� trigger
are allowed to propagate through the QGP and generate
medium response according to the CoLBT-hydro model.

FIG. 2. Modification factors IAA for Z-triggered yield of
charged hadrons as a function of ⇠T or ln(1/zT ) in semi-central
Pb+Pb collisions at

p
sNN = 5.02 TeV compared to (a) CMS

data [40] for pZT > 30 GeV/c, |��hZ | > 7⇡/8 and (b) ATLAS
data [56] for pZT > 60 GeV/c, |��hZ | > 3⇡/4.

To illustrate the jet-induced medium response in A+A
collisions, we show in Fig. 1 (a) the transverse distribu-
tion of the energy density at ⌧ = 4.6 fm/c in a semi-
central Pb+Pb collision with a Z-jet at

p
sNN = 5.02

TeV. The transverse momenta of hard partons are indi-
cated by arrowed lines and the direction of the Z trigger
by the wavy line. After subtracting the energy density
from the same hydro event without the Z-jet, we ob-
tain the energy density distribution of the jet-induced
medium excitation, which has a wake front (positive) and
the di↵usion wake (negative energy density) as shown
in Fig. 1 (b). The Z-jet shown in Fig. 1 is produced
o↵-center and propagates tangentially through the bulk
medium. The jet-induced medium response and hard
partons are therefore both distorted by the density gra-
dient and radial flow. Such asymmetrical distortion will
show up in the Z-hadron azimuthal correlation and will
provide an unambiguous signal of the di↵usion wake.
In CoLBT-hydro, hadron spectra associated with Z/�

production have contributions from both the hadroniza-
tion of hard partons and the jet-induced hydro response
which is calculated from the bulk hadron spectra with
Z/� trigger minus that from the same hydro events but
without Z/�. Shown in Fig. 2(a) (Fig. 2(b)) are the mod-
ification factors, IAA = dNhZ

AA/dN
hZ
pp , for charged hadron
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heavy-ion collisions. CoLBT-hydro couples jet propaga-
tion within the linear Boltzmann transport (LBT) model
[34] to the event-by-event (3+1)D CCNU-LBNL viscous
(CLVisc) hydrodynamic model [41] in real time through
a source term from the energy-momentum lost to the
medium by jet shower and recoil partons. The LBT
model [34] is based on the Boltzmann equation for both
jet shower and recoil partons with pQCD leading-order
elastic scattering and induced gluon radiation according
to the high-twist approach [42–45]. The final hadron
spectra from CoLBT-hydro include contributions from
the hadronization of hard partons within a parton re-
combination model [46] and jet-induced hydro response
via Cooper-Frye freeze-out. A freeze-out temperature
Tf = 137 MeV and specific shear viscosity ⌘/s = 0.08
together with the s95p parameterization of the equation
of state [47] and AMPT [48] or Trento [49] initial condi-
tions are used in CLVisc which can reproduce experimen-
tal data on bulk hadron spectra and anisotropic flows at
both RHIC and LHC energies [41]. For more detailed
descriptions of LBT and CoLBT-hydro model we refer
readers to Refs. [26, 27, 34, 50–52] and [29, 33].

PYTHIA8 [53] is used to generate initial Z/�-jet con-
figurations. The isospin dependence of the parton dis-
tribution functions (PDF) in a nucleus is considered but
other cold nuclear modification of the PDF is neglected
since it has negligible e↵ects on jet and hadron spec-
tra per Z/� trigger. The initial transverse positions of
Z/�-jets are sampled according to the binary nucleon-
nucleon collisions within the HIJING [54, 55] and the
AMPT model [48] which also provides initial conditions
for CLVisc hydro simulations. Partons from jet showers
as well as from MPI’s associated with the Z/� trigger
are allowed to propagate through the QGP and generate
medium response according to the CoLBT-hydro model.
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Pb+Pb collisions at

p
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data [40] for pZT > 30 GeV/c, |��hZ | > 7⇡/8 and (b) ATLAS
data [56] for pZT > 60 GeV/c, |��hZ | > 3⇡/4.

To illustrate the jet-induced medium response in A+A
collisions, we show in Fig. 1 (a) the transverse distribu-
tion of the energy density at ⌧ = 4.6 fm/c in a semi-
central Pb+Pb collision with a Z-jet at

p
sNN = 5.02

TeV. The transverse momenta of hard partons are indi-
cated by arrowed lines and the direction of the Z trigger
by the wavy line. After subtracting the energy density
from the same hydro event without the Z-jet, we ob-
tain the energy density distribution of the jet-induced
medium excitation, which has a wake front (positive) and
the di↵usion wake (negative energy density) as shown
in Fig. 1 (b). The Z-jet shown in Fig. 1 is produced
o↵-center and propagates tangentially through the bulk
medium. The jet-induced medium response and hard
partons are therefore both distorted by the density gra-
dient and radial flow. Such asymmetrical distortion will
show up in the Z-hadron azimuthal correlation and will
provide an unambiguous signal of the di↵usion wake.
In CoLBT-hydro, hadron spectra associated with Z/�

production have contributions from both the hadroniza-
tion of hard partons and the jet-induced hydro response
which is calculated from the bulk hadron spectra with
Z/� trigger minus that from the same hydro events but
without Z/�. Shown in Fig. 2(a) (Fig. 2(b)) are the mod-
ification factors, IAA = dNhZ

AA/dN
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pp , for charged hadron
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FIG. 1. A snapshot of (a) the total and (b) jet-induced
energy density distribution in the transverse plane of a semi-
central Pb+Pb collision at

p
sNN = 5.02 TeV from CoLBT-

hydro simulations with a Z-jet at the spatial rapidity ⌘s = 0
and proper time ⌧ = 4.6 fm/c. Straight (wavy) lines represent
the transverse momenta of partons (Z boson) and dashed
circles represent the two colliding nuclei.

duction and jet-induced medium response in high-energy
heavy-ion collisions. CoLBT-hydro couples jet propaga-
tion within the linear Boltzmann transport (LBT) model
[34] to the event-by-event (3+1)D CCNU-LBNL viscous
(CLVisc) hydrodynamic model [41] in real time through
a source term from the energy-momentum lost to the
medium by jet shower and recoil partons. The LBT
model [34] is based on the Boltzmann equation for both
jet shower and recoil partons with pQCD leading-order
elastic scattering and induced gluon radiation according
to the high-twist approach [42–45]. The final hadron
spectra from CoLBT-hydro include contributions from
the hadronization of hard partons within a parton re-
combination model [46] and jet-induced hydro response
via Cooper-Frye freeze-out. A freeze-out temperature
Tf = 137 MeV and specific shear viscosity ⌘/s = 0.08
together with the s95p parameterization of the equation
of state [47] and AMPT [48] or Trento [49] initial condi-
tions are used in CLVisc which can reproduce experimen-
tal data on bulk hadron spectra and anisotropic flows at
both RHIC and LHC energies [41]. For more detailed
descriptions of LBT and CoLBT-hydro model we refer
readers to Refs. [26, 27, 34, 50–52] and [29, 33].

PYTHIA8 [53] is used to generate initial Z/�-jet con-
figurations. The isospin dependence of the parton dis-
tribution functions (PDF) in a nucleus is considered but
other cold nuclear modification of the PDF is neglected
since it has negligible e↵ects on jet and hadron spec-
tra per Z/� trigger. The initial transverse positions of
Z/�-jets are sampled according to the binary nucleon-
nucleon collisions within the HIJING [54, 55] and the
AMPT model [48] which also provides initial conditions
for CLVisc hydro simulations. Partons from jet showers
as well as from MPI’s associated with the Z/� trigger
are allowed to propagate through the QGP and generate
medium response according to the CoLBT-hydro model.

FIG. 2. Modification factors IAA for Z-triggered yield of
charged hadrons as a function of ⇠T or ln(1/zT ) in semi-central
Pb+Pb collisions at

p
sNN = 5.02 TeV compared to (a) CMS

data [40] for pZT > 30 GeV/c, |��hZ | > 7⇡/8 and (b) ATLAS
data [56] for pZT > 60 GeV/c, |��hZ | > 3⇡/4.

To illustrate the jet-induced medium response in A+A
collisions, we show in Fig. 1 (a) the transverse distribu-
tion of the energy density at ⌧ = 4.6 fm/c in a semi-
central Pb+Pb collision with a Z-jet at

p
sNN = 5.02

TeV. The transverse momenta of hard partons are indi-
cated by arrowed lines and the direction of the Z trigger
by the wavy line. After subtracting the energy density
from the same hydro event without the Z-jet, we ob-
tain the energy density distribution of the jet-induced
medium excitation, which has a wake front (positive) and
the di↵usion wake (negative energy density) as shown
in Fig. 1 (b). The Z-jet shown in Fig. 1 is produced
o↵-center and propagates tangentially through the bulk
medium. The jet-induced medium response and hard
partons are therefore both distorted by the density gra-
dient and radial flow. Such asymmetrical distortion will
show up in the Z-hadron azimuthal correlation and will
provide an unambiguous signal of the di↵usion wake.
In CoLBT-hydro, hadron spectra associated with Z/�

production have contributions from both the hadroniza-
tion of hard partons and the jet-induced hydro response
which is calculated from the bulk hadron spectra with
Z/� trigger minus that from the same hydro events but
without Z/�. Shown in Fig. 2(a) (Fig. 2(b)) are the mod-
ification factors, IAA = dNhZ

AA/dN
hZ
pp , for charged hadron
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duction and jet-induced medium response in high-energy
heavy-ion collisions. CoLBT-hydro couples jet propaga-
tion within the linear Boltzmann transport (LBT) model
[34] to the event-by-event (3+1)D CCNU-LBNL viscous
(CLVisc) hydrodynamic model [41] in real time through
a source term from the energy-momentum lost to the
medium by jet shower and recoil partons. The LBT
model [34] is based on the Boltzmann equation for both
jet shower and recoil partons with pQCD leading-order
elastic scattering and induced gluon radiation according
to the high-twist approach [42–45]. The final hadron
spectra from CoLBT-hydro include contributions from
the hadronization of hard partons within a parton re-
combination model [46] and jet-induced hydro response
via Cooper-Frye freeze-out. A freeze-out temperature
Tf = 137 MeV and specific shear viscosity ⌘/s = 0.08
together with the s95p parameterization of the equation
of state [47] and AMPT [48] or Trento [49] initial condi-
tions are used in CLVisc which can reproduce experimen-
tal data on bulk hadron spectra and anisotropic flows at
both RHIC and LHC energies [41]. For more detailed
descriptions of LBT and CoLBT-hydro model we refer
readers to Refs. [26, 27, 34, 50–52] and [29, 33].

PYTHIA8 [53] is used to generate initial Z/�-jet con-
figurations. The isospin dependence of the parton dis-
tribution functions (PDF) in a nucleus is considered but
other cold nuclear modification of the PDF is neglected
since it has negligible e↵ects on jet and hadron spec-
tra per Z/� trigger. The initial transverse positions of
Z/�-jets are sampled according to the binary nucleon-
nucleon collisions within the HIJING [54, 55] and the
AMPT model [48] which also provides initial conditions
for CLVisc hydro simulations. Partons from jet showers
as well as from MPI’s associated with the Z/� trigger
are allowed to propagate through the QGP and generate
medium response according to the CoLBT-hydro model.

FIG. 2. Modification factors IAA for Z-triggered yield of
charged hadrons as a function of ⇠T or ln(1/zT ) in semi-central
Pb+Pb collisions at

p
sNN = 5.02 TeV compared to (a) CMS

data [40] for pZT > 30 GeV/c, |��hZ | > 7⇡/8 and (b) ATLAS
data [56] for pZT > 60 GeV/c, |��hZ | > 3⇡/4.

To illustrate the jet-induced medium response in A+A
collisions, we show in Fig. 1 (a) the transverse distribu-
tion of the energy density at ⌧ = 4.6 fm/c in a semi-
central Pb+Pb collision with a Z-jet at

p
sNN = 5.02

TeV. The transverse momenta of hard partons are indi-
cated by arrowed lines and the direction of the Z trigger
by the wavy line. After subtracting the energy density
from the same hydro event without the Z-jet, we ob-
tain the energy density distribution of the jet-induced
medium excitation, which has a wake front (positive) and
the di↵usion wake (negative energy density) as shown
in Fig. 1 (b). The Z-jet shown in Fig. 1 is produced
o↵-center and propagates tangentially through the bulk
medium. The jet-induced medium response and hard
partons are therefore both distorted by the density gra-
dient and radial flow. Such asymmetrical distortion will
show up in the Z-hadron azimuthal correlation and will
provide an unambiguous signal of the di↵usion wake.
In CoLBT-hydro, hadron spectra associated with Z/�

production have contributions from both the hadroniza-
tion of hard partons and the jet-induced hydro response
which is calculated from the bulk hadron spectra with
Z/� trigger minus that from the same hydro events but
without Z/�. Shown in Fig. 2(a) (Fig. 2(b)) are the mod-
ification factors, IAA = dNhZ

AA/dN
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FIG. 1. A snapshot of (a) the total and (b) jet-induced
energy density distribution in the transverse plane of a semi-
central Pb+Pb collision at

p
sNN = 5.02 TeV from CoLBT-

hydro simulations with a Z-jet at the spatial rapidity ⌘s = 0
and proper time ⌧ = 4.6 fm/c. Straight (wavy) lines represent
the transverse momenta of partons (Z boson) and dashed
circles represent the two colliding nuclei.

duction and jet-induced medium response in high-energy
heavy-ion collisions. CoLBT-hydro couples jet propaga-
tion within the linear Boltzmann transport (LBT) model
[34] to the event-by-event (3+1)D CCNU-LBNL viscous
(CLVisc) hydrodynamic model [41] in real time through
a source term from the energy-momentum lost to the
medium by jet shower and recoil partons. The LBT
model [34] is based on the Boltzmann equation for both
jet shower and recoil partons with pQCD leading-order
elastic scattering and induced gluon radiation according
to the high-twist approach [42–45]. The final hadron
spectra from CoLBT-hydro include contributions from
the hadronization of hard partons within a parton re-
combination model [46] and jet-induced hydro response
via Cooper-Frye freeze-out. A freeze-out temperature
Tf = 137 MeV and specific shear viscosity ⌘/s = 0.08
together with the s95p parameterization of the equation
of state [47] and AMPT [48] or Trento [49] initial condi-
tions are used in CLVisc which can reproduce experimen-
tal data on bulk hadron spectra and anisotropic flows at
both RHIC and LHC energies [41]. For more detailed
descriptions of LBT and CoLBT-hydro model we refer
readers to Refs. [26, 27, 34, 50–52] and [29, 33].

PYTHIA8 [53] is used to generate initial Z/�-jet con-
figurations. The isospin dependence of the parton dis-
tribution functions (PDF) in a nucleus is considered but
other cold nuclear modification of the PDF is neglected
since it has negligible e↵ects on jet and hadron spec-
tra per Z/� trigger. The initial transverse positions of
Z/�-jets are sampled according to the binary nucleon-
nucleon collisions within the HIJING [54, 55] and the
AMPT model [48] which also provides initial conditions
for CLVisc hydro simulations. Partons from jet showers
as well as from MPI’s associated with the Z/� trigger
are allowed to propagate through the QGP and generate
medium response according to the CoLBT-hydro model.
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The Physics Case for sPHENIX What are the inner workings of the QGP?

1.3 What are the inner workings of the QGP?

A second axis along which one can investigate the underlying structure of the quark-gluon plasma
concerns the question of what length scale of the medium is being probed by jet quenching
processes. In electron scattering, the scale is set by the virtuality of the exchanged photon, Q2. By
varying this virtuality one can obtain information over an enormous range of scales: from pictures
of viruses at length scales of 10�5 meters, to the partonic make-up of the proton in deep inelastic
electron scattering at length scales of less than 10�18 meters.

For the case of hard scattered partons in the quark-gluon plasma, the length scale probed is initially
set by the virtuality of the hard scattering process. Thus, at the highest LHC jet energies, the parton
initially probes a very short length scale. Then as the evolution proceeds, the length scale is set by
the virtuality of the gluon exchanged with the color charges in the medium, as shown in the left
panel of Figure 1.11. However, if the exchanges are coherent, the total coherent energy loss through
the medium may set the length scale.

g*
Q2

q

?

QGP

Q2 PT Initial Parton

What scale sets this transition?

Tc

Probe Integrates Over a Range of Q2

pQCD
Scattering from 
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Color Charges

µD

pQCD Scattering
From Quasiparticles

with size ~ µDebye

Strong Coupling
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AdS/CFT
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Scattering 
from Thermal 
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Figure 1.11: (left) Diagram of a quark exchanging a virtual gluon with an unknown object in the
QGP. This highlights the uncertainty for what sets the scale of the interaction and what objects or
quasiparticles are recoiling. (right) Diagram as a function of the Q2 for the net interaction of the
parton with the medium and the range of possibilities for the recoil objects.

Figure 1.11 (right panel) shows that if the length scale probed is very small then one expects
scattering directly from point-like bare color charges, most likely without any influence from
quasiparticles or deconfinement. As one probes longer length scales, the scattering may be from
thermal mass gluons and eventually from possible quasiparticles with size of order the Debye
screening length. In Ref. [56], Rajagopal states that “at some length scale, a quasiparticulate picture
of the QGP must be valid, even though on its natural length scale it is a strongly coupled fluid. It
will be a challenge to see and understand how the liquid QGP emerges from short-distance quark
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Figure 66: Left: Projections of the acoplanarity for semi-inclusive anti-kT, R = 0.5 jets recoiling
from a direct-photon trigger with 15 < ET < 20 GeV and 10 < p

ch

T,jet
< 15 GeV/c for central (0-15%)

Au+Au collisions at p
sNN = 200 GeV. The colored bands show the cumulative uncertainties for

the current analysis and projections for future analysis with the higher statistics datasets. Right:
The subjet opening angle as a function of jet pT,jet in 0-20% central Au+Au collisions. The inset is
the corresponding resolution of ✓. Blue and green represent current (10 nb

�1) and future (including
Run-23 and 25) analyses, respectively.

In this direction, the STAR experiment reports the first signature of medium-induced
acoplanarity in the central Au+Au collisions as discussed in Section 1.1.5 Fig. 20 (right
figure). This measurement is performed for both �dir and ⇡

0 triggers with 11 < ET < 15
GeV and charged-particle jets (anti-kT, R = 0.2 and 0.5) with 10 < p

ch

T,jet
< 15 GeV/c.

To have a better understanding of the nature of this acoplanarity, we plan to extend both
E

trig

T
and recoil jet pT,jet kinematic ranges which demands high statistics datasets. On the

other hand, the STAR experiment also reports the same measurements in p+p collisions to
study the shape of this acoplanarity in vacuum. In this direction, both �dir+jet and ⇡

0+jet
measurements would be crucial to study trigger dependence of �� decorrelation between the
trigger and recoil jets in p+p collisions and sets a baseline for Au+Au collisions. However,
due to limited statistics we only report ⇡

0+jet measurement in p+p collisions as shown in
Fig. 20 left. Furthermore, this measurement could exploit forward triggering using forward
calorimeter to explore a relatively small x region, compared to mid-rapidity measurement,
in p+p collisions. This is important to study various pQCD effects like NLO corrections,
ISR/FSR, and MPI effects. Upcoming Run-24 p+p collision data-taking is very important
in this direction.

The left plot of Fig. 66 shows the semi-inclusive distribution of the azimuthal separation
between a direct-photon trigger with 15 < ET < 20 GeV and a charged-particle jet (anti-kT,
R = 0.5) with 10 < p

ch

T,jet
< 15 GeV/c, in central Au+Au collisions at p

sNN = 200 GeV with
only statistical uncertainties. The azimuthal smearing of this observable due to uncorrelated
background is small, and such acoplanarity measurements are therefore strongly statistics-
limited. [136,137] The grey vertical bars represent the statistical uncertainty with the current
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1 Introduction
Precise knowledge of the structure of the proton, expressed in terms of parton distribution
functions (PDFs), is important for interpreting results obtained in proton-proton (pp) collisions
at the CERN LHC. The PDFs are determined by comparing theoretical predictions obtained at a
particular order in perturbative quantum chromodynamics (pQCD) to experimental measure-
ments. The precision of the PDFs, which affects the accuracy of the theoretical predictions for
cross sections at the LHC, is determined by the uncertainties of the experimental measurements
used, and by the limitations of the available theoretical calculations. The flavor composition
of the light quark sea in the proton and, in particular, the understanding of the strange quark
distribution is important for the measurement of the W boson mass at the LHC [1]. Therefore,
it is of great interest to determine the strange quark distribution with improved precision.

Before the start of LHC data taking, information on the strange quark content of the nucleon
was obtained primarily from charm production in (anti)neutrino-iron deep inelastic scattering
(DIS) by the NuTeV [2], CCFR [3], and NOMAD [4] experiments. In addition, a direct measure-
ment of inclusive charm production in nuclear emulsions was performed by the CHORUS ex-
periment [5]. At the LHC, the production of W or Z bosons, inclusive or associated with charm
quarks, provides an important input for tests of the earlier determinations of the strange quark
distribution. The measurements of inclusive W or Z boson production at the LHC, which are
indirectly sensitive to the strange quark distribution, were used in a QCD analysis by the AT-
LAS experiment, and an enhancement of the strange quark distribution with respect to other
measurements was observed [6].

The associated production of W bosons and charm quarks in pp collisions at the LHC probes
the strange quark content of the proton directly through the leading order (LO) processes
g + s ! W++c and g + s ! W�+c, as shown in Fig. 1. The contribution of the Cabibbo-
suppressed processes g + d ! W++c and g + d ! W�+c amounts to only a few percent of
the total cross section. Therefore, measurements of associated W+c production in pp collisions

Figure 1: Dominant contributions to W+c production at the LHC at leading order in pQCD.

provide valuable insights into the strange quark distribution of the proton. Furthermore, these
measurements allow important cross-checks of the results obtained in the global PDF fits using
the DIS data and measurements of inclusive W and Z boson production at the LHC.

Production of W+c in hadron collisions was first investigated at the Tevatron [7–9]. The first
measurement of the cross section of W+c production in pp collisions at the LHC was per-
formed by the CMS Collaboration at a center-of-mass energy of

p
s = 7 TeV with an integrated

luminosity of 5 fb�1 [10]. This measurement was used for the first direct determination of the
strange quark distribution in the proton at a hadron collider [11]. The extracted strangeness
suppression with respect to u and d quark densities was found to be in agreement with mea-
surements in neutrino scattering experiments. The cross section for W+c production was also
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p
s = 7 TeV [12] and used in a QCD analysis, which

supported the enhanced strange quark content in the proton suggested by the earlier ATLAS
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of the initial hard scattering, the suppression of the modi-
fied invariant-mass distribution in Pb + Pb relative to p + p
collisions is mainly due to the effects of jet quenching. We
note that the mj j distribution is significantly suppressed due
to jet quenching and the modification factor tends to decrease
with increasing mj j , as shown in Fig. 4. The suppression of
this dijet invariant-mass distribution is due to the reduction
of the dijet events that pass all the selection cuts in Pb + Pb
collisions due to jet quenching. The mj j dependance of the
suppression factor also indicates that the effective invariant
mass of the dijets that pass the selection cuts is suppressed
due to the broadening of each individual jet and their relative
momentum.

We also calculate another nuclear modification factor for
the double-differential cross section of W + jet production:

IAA =
(
1/NPb+Pb

W

)
dNPb+Pb/d pW

T d pjet
T(

1/N p+p
W

)
dN p+p/d pW

T d pjet
T

, (4)

which is defined as the ratio of the double-differential tagged
jet spectra in central Pb + Pb collisions to that in p + p
collisions. The double-differential tagged jet spectra in both
0%–30% central Pb + Pb and p + p collisions are shown in
Fig. 5(a) and the modification factors are shown in Fig. 5(b)
in four pW

T intervals.
In LO calculations, the jet is produced in the opposite

direction of the recoil W boson with the same momentum in
the transverse plane. The tagged jet spectra will fall off rapidly
above the cutoff value of pW

T . With high-order corrections
from NLO perturbative matrix element calculations of hard
emissions as well as resummation of soft and collinear radia-
tions, the tagged jet spectra are smeared but have a maximum
value at around the pW

T interval. The jet energy loss in Pb + Pb
collisions will lead to a shift of the tagged jet spectra to a
smaller value of pT . This results in the suppression at low pjet

T

and the enhancement at high pjet
T of the nuclear modification

factor IAA. Consequently, the nuclear modification factor is
quite sensitive to the transverse momentum cut for the W
boson and reach its minimum value in pjet

T ! pW
T region. This

is similar to the jet spectra tagged by direct photon or Z boson.
Since the W boson eventually decays into an electron and

a neutrino, the existence of the neutrino with missing energy
would make the reconstruction of the W boson relatively
more difficult than that of Z0 boson, particularly in Pb + Pb
collisions with enhanced production of low-pT particles [73].
When correlation of W + jets in heavy-ion collisions is con-
cerned, the situation may be further complicated due to the
attenuation of jet energies in the QGP.

To facilitate the experimental study of W + jets in Pb + Pb,
we define

"p Miss
T = −

(
"p l

T +
∑

"p jets
T

)
, (5)

which represents the vector sum of the lepton and jets in a
W + jets event, and propose to measure the nuclear modifica-
tion of "p Miss

T distribution as given by

RAA
(
pMiss

T

)
= 1

〈Ncoll〉
dNAA/d pMiss

T

dN pp/d pMiss
T

. (6)
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FIG. 5. (a) The double-differential transverse momentum spec-
trums of W + jets in p + p and Pb + Pb collisions in different pW

T
intervals. (b) Ratio of the transverse momentum of jets associated
with a W boson in 0%–30% central Pb + Pb collisions to that in
p + p collisions in different transverse momentum ranges of W bo-
son denoted by different-color lines, as a function of jet transverse
momentum at

√
sNN = 5.02 TeV.

The missing transverse momentum "p Miss
T excludes neu-

trino and only includes lepton and jets. Therefore, it should
be much easier to be measured. In p + p collisions, it is
equal to the transverse momentum of the neutrino because
of momentum-energy conservation. In Pb + Pb collisions, it
represents the vector sum of the transverse momentum that is
outside of the jet cone and the neutrino. This missing energy
in Pb + Pb collisions reflects directly the amount and the
direction of energy that jets loses in the W + jets event in
Pb + Pb collisions. The distributions of events passing the
W + jets kinematic selection cut as a function of "p Miss

T in
Pb + Pb to that in p + p collisions at

√
s = 5.02 TeV is plot-

ted in Fig. 6(a) while their ratio is illustrated in Fig. 6(b).
One observe that both distributions peak around pW

T , and
the jet-quenching effect in Pb + Pb may shift the peak to
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but with the pp jets’ particles simply scaled down by the
quenching factor Q0, i.e., by the quenching factor that
would be expected if the W decay products were present
and started interacting from time 0. In a real experiment, the
corresponding scaling factor could be obtained by meas-
uring quenching in another quark-jet dominated process
(e.g., with γ þ jet or Z þ jet balance), as a function of the
jet pt.
For short values of the effective medium lifetime, τm, the

mfit
W result is close to the unquenched result. This reflects

the fact that the W decay products start interacting only
towards the end of the medium lifetime. For larger values of
τm they instead still see most of the medium duration, and
most of the quenching. A very short-lived medium,
τm ¼ 1 fm=c, could be distinguished from the full quench-
ing baseline at the LHC with its currently approved
LPbPb ¼ 10 nb−1. However, to distinguish larger values
of τm would require either higher luminosities or higher
energies. This is illustrated in the right-hand plot of Fig. 3
for a future HE-LHC (

ffiffiffiffiffiffiffiffi
sNN

p ¼ 11 TeV), where the tt̄ cross
section is 6 times larger.
At higher-energies it becomes advantageous to explore

the preco
t;top dependence of mfit

W , illustrated in Fig. 4 for the
HE–LHC and the FCC (

ffiffiffiffiffiffiffiffi
sNN

p ¼ 39 TeV). For each bin of
preco
t;top, the upper axis shows the corresponding average τtot.

For a given band of τm, when preco
t;top is large enough so that

hτtoti ≳ τm, the band merges with the unquenched expect-
ation. Thus the shape of the preco

t;top dependence gives
powerful information on the medium time structure.
(The unquenched and baseline-quenched bands also have
a preco

t;top dependence, induced by the underlying jet and
muon pt cuts, as well as different amounts of final-state
radiation outside the R ¼ 0.3 jet as a function of preco

t;top.)

Figure 5 shows our estimate of the maximum τm that can
be distinguished at 2 standard deviations from the baseline
full quenched result, for different colliders [36,37] as a
function of LPbPb. The number of standard deviations takes
into account the statistical uncertainty of mfit

W , for both the
actual heavy-ion data and a reference sample, as well as an
additional 1% systematic uncertainty (see Supplemental
Material [8] and Refs. [22,38]). The reference sample is
obtained using the same procedure as for the bottom bands
in Figs. 3 and 4, i.e., using 2 fb−1 of pp events with a
rescaling of particle momenta by a factor Q0 and inclusion
of underlying-event fluctuations.

FIG. 3. The average (points) and standard deviation (width of
band) for mreco

W across many pseudoexperiments, as a function
of luminosity for an inclusive sample of tt̄ events, as a function
of the integrated PbPb luminosity at the LHC (left) and the
HE-LHC (right).

FIG. 4. Dependence of the reconstructed W mass on the
reconstructed top pt for HE-LHC (left) and FCC (right) colli-
sions. The quenched result corresponds to baseline full modifi-
cation of the pp results, which would in practice be obtained
using knowledge of quenching from other measurements.

FIG. 5. The maximum medium quenching end time τm that can
be distinguished from full quenching with 2 standard deviations,
as a function of luminosity for different collider energies [36,37]
and species. For the KrKr points, the LKrKr value that is used is
equal to LPbPbðAPb=AKrÞ2, i.e., maintaining an equal number of
nucleon-nucleon collisions.
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Deep learning techniques have the power to identify the degree of modification of high energy jets
traversing deconfined QCD matter on a jet-by-jet basis. Such knowledge allows us to study jets based on
their initial, rather than final, energy. We show how this new technique provides unique access to the
genuine configuration profile of jets over the transverse plane of the nuclear collision, both with respect to
their production point and their orientation. By effectively removing the selection biases induced by final-
state interactions, one can analyze the potential azimuthal anisotropies of jet production associated to
initial-state effects. Additionally, we demonstrate the capability of our new method to locate with precision
the production point of a dijet pair in the nuclear overlap region, in what constitutes an important step
forward toward the long term quest of using jets as tomographic probes of the quark-gluon plasma.

DOI: 10.1103/PhysRevLett.128.012301

Introduction.—Jets are collimated sprays of hadrons that
are produced in hard QCD processes in high-energy
particle collisions [1–3]. Within the context of heavy-ion
collisions, they are witnesses to the creation of deconfined
QCD matter, known as the quark-gluon plasma (QGP),
which behaves very close to a perfect liquid [4–6]. During
their passage through this medium, partonic jet modes are
subject to momentum diffusion and energy loss by the
radiation of soft quanta toward large angles, a phenomenon
known as jet quenching [7–10]. Key information about the
medium is contained in the detailed modification of these
hard probes, turning them into essential tools on which
tremendous theoretical and experimental effort is being
devoted [11–16].
Using jets as differential probes of the spatiotemporal

structure of the QGP created in heavy-ion collisions, also
known as jet tomography, is a long-standing goal [17–22].
On a jet-by-jet basis it is evident that the modifications
induced by the medium follow from the local properties
sampled along the jet trajectory from the hard production
point out to the detector. The ability to unambiguously
gauge the effect from the QGP on this level would lead to
unprecedented precision in determining local properties of
the fluid, including flow [23,24], path-length dependence
of modifications [25], and the possibility of observing
deconfined quasiparticle degrees of freedom in the QGP
[26–28]. Nonetheless, tomographic analyses on the level of

inclusive jet populations have been hindered by intrinsic
biases that accentuate samples experiencing small mod-
ifications over samples that are strongly affected [29].
Such biases arise due to the steeply falling spectrum of the
jet initiator transverse momenta and strongly distort the
magnitude of medium effects, e.g., the in-medium path-
length distribution of surviving jets.
In this Letter we propose a technique, based on deep

learning, that mitigates these bias effects and results in
better control of the path length traversed by individual jets
based on their level of modification. Given a measured jet at
pT and cone size R, the procedure allows us to estimate
with reasonable accuracy the transverse momentum pinitial

T
the jet would have had, had it not interacted with a medium;
see Ref. [30] for further details on how to establish such a
correspondence. The technique uses only the information
of the hadrons that are contained in the reconstructed jet
and is easily adaptable to other model studies.
Having at hand an estimate of how much energy an

individual jet has lost is a powerful tool that allows for
many interesting applications [30]. Here, we demonstrate
the usefulness of our approach to tomographic applications
in two concrete examples. The first deals with reconstruct-
ing the true distribution of path lengths that jets experience,
eliminating the effects of “surface bias” [19,20,31] and
revealing the potential contributions to jet azimuthal
anisotropy that do not stem from final-state interactions.
The second application combines the extraction of the lost
energy with accessible knowledge about the orientation of
the jet with respect to the event plane of the collision, as
determined by the dominant azimuthal harmonic v2 of the
particle distribution. This allows one to constrain the path-
length dependence separately for jets traveling parallel and
transverse to the event plane of the collisions, refining the
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Deep learning jet modifications in heavy-ion collisions
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Abstract: Jet interactions in a hot QCD medium created in heavy-ion collisions are

conventionally assessed by measuring the modification of the distributions of jet observ-

ables with respect to the proton-proton baseline. However, the steeply falling production

spectrum introduces a strong bias toward small energy losses that obfuscates a direct inter-

pretation of the impact of medium e↵ects in the measured jet ensemble. Modern machine

learning techniques o↵er the potential to tackle this issue on a jet-by-jet basis. In this pa-

per, we employ a convolutional neural network (CNN) to diagnose such modifications from

jet images where the training and validation is performed using the hybrid strong/weak

coupling model. By analyzing measured jets in heavy-ion collisions, we extract the origi-

nal jet transverse momentum, i.e., the transverse momentum of an identical jet that did

not pass through a medium, in terms of an energy loss ratio. Despite many sources of

fluctuations, we achieve good performance and put emphasis on the interpretability of our

results. We observe that the angular distribution of soft particles in the jet cone and their

relative contribution to the total jet energy contain significant discriminating power, which

can be exploited to tailor observables that provide a good estimate of the energy loss ratio.

With a well-predicted energy loss ratio, we study a set of jet observables to estimate their

sensitivity to bias e↵ects and reveal their medium modifications when compared to a more

equivalent jet population, i.e., a set of jets with similar initial energy. Finally, we also show

the potential of deep learning techniques in the analysis of the geometrical aspects of jet

quenching such as the in-medium traversed length or the position of the hard scattering in

the transverse plane, opening up new possibilities for tomographic studies.
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Identifying quenched jets in heavy ion collisions
with machine learning
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Abstract: Measurements of jet substructure in ultra-relativistic heavy ion collisions sug-
gest that the jet showering process is modified by the interaction with the quark–gluon
plasma. Modifications of the hard substructure of jets can be explored with modern data-
driven techniques. In this study, a machine learning approach to the identification of
quenched jets is designed. Jet showering processes are simulated with a jet quenching
model Jewel and a non-quenching model Pythia 8. Sequential substructure variables
are extracted from the jet clustering history following an angular-ordered sequence and are
used in the training of a neural network built on top of a long short-term memory network.
We show that this approach successfully identifies the quenching effect in the presence of
the large uncorrelated background of soft particles created in heavy–ion collisions.
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Abstract: An important aspect of the study of Quark-Gluon Plasma (QGP) in ultra-
relativistic collisions of heavy ions is the ability to identify, in experimental data, a subset
of the jets that were strongly modified by the interaction with the QGP. In this work,
we propose studying Deep Learning techniques for this purpose. Samples of Z+jet events
were simulated in vacuum (pp collisions) and medium (PbPb collisions) and used to train
Deep Neural Networks with the objective of discriminating between medium- and vacuum-
like jets within the medium (PbPb) sample. Dedicated Convolutional Neural Networks,
Dense Neural Networks and Recurrent Neural Networks were developed and trained, and
their performance was studied. Our results show the potential of these techniques for the
identification of jet quenching effects induced by the presence of the QGP.
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Abstract: Jets produced in high-energy heavy-ion collisions are modified compared to

those in proton-proton collisions due to their interaction with the deconfined, strongly-

coupled quark-gluon plasma (QGP). In this work, we employ machine learning techniques

to identify important features that distinguish jets produced in heavy-ion collisions from

jets produced in proton-proton collisions. We formulate the problem using binary classifica-

tion and focus on leveraging machine learning in ways that inform theoretical calculations

of jet modification: (i) we quantify the information content in terms of Infrared Collinear

(IRC)-safety and in terms of hard vs. soft emissions, (ii) we identify optimally discrimi-

nating observables that are analytically tractable, and (iii) we assess the information loss

due to the heavy-ion underlying event and background subtraction algorithms. We illus-

trate our methodology using Monte Carlo event generators, where we find that important

information about jet quenching is contained not only in hard splittings but also in soft

emissions and IRC-unsafe physics inside the jet. This information appears to be signif-

icantly reduced by the presence of the underlying event. We discuss the implications of

this for the prospect of using jet quenching to extract properties of the QGP. Since the

training labels are exactly known, this methodology can be used directly on experimental

data without reliance on modeling. We outline a proposal for how such an experimental

analysis can be carried out, and how it can guide future measurements.
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Abstract: We study the phenomenon of jet quenching utilizing quark and gluon jet sub-

structures as independent probes of heavy ion collisions. We exploit jet and subjet features

to highlight di↵erences between quark and gluon jets in vacuum and in a medium with the

jet-quenching model implemented in Jewel. We begin with a physics-motivated, multivari-

ate analysis of jet substructure observables including the jet mass, the radial moments, the

pD
T and the pixel multiplicity. In comparison, we employ state-of-the-art image-recognition

techniques by training a deep convolutional neutral network on jet images. To system-

atically extract jet substructure information, we introduce the telescoping deconstruction

framework exploiting subjet kinematics at multiple angular scales. We draw connections

to the soft-drop subjet distribution and illuminate medium-induced jet modifications us-

ing Lund diagrams. We find that the quark gluon discrimination performance worsens

in heavy ion jets due to significant soft event activity a↵ecting the soft jet substructure.

Our work suggests a systematically improvable framework for studying modifications to

quark and gluon jet substructures and facilitating direct comparisons between theoretical

calculations, simulations and measurements in heavy ion collisions.
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a Nuclear Science Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
b Theoretical Division, MS B283, Los Alamos National Laboratory, Los Alamos, NM 87545, USA

a r t i c l e i n f o a b s t r a c t

Article history:
Received 24 September 2021
Received in revised form 19 March 2022
Accepted 22 March 2022
Available online 15 April 2022
Editor: G.F. Giudice

We present an implementation of an explainable and physics-aware machine learning model capable of 
inferring the underlying physics of high-energy particle collisions using the information encoded in the 
energy-momentum four-vectors of the final state particles. We demonstrate the proof-of-concept of our 
White Box AI approach using a Generative Adversarial Network (GAN) which learns from a DGLAP-based 
parton shower Monte Carlo event generator. The constrained generator network architecture mimics the 
structure of a parton shower exhibiting similarities with Recurrent Neural Networks (RNNs). We show, for 
the first time, that our approach leads to a network that is able to learn not only the final distribution of 
particles, but also the underlying parton branching mechanism, i.e. the Altarelli-Parisi splitting function, 
the ordering variable of the shower, and the scaling behavior. While the current work is focused on 
perturbative physics of the parton shower, we foresee a broad range of applications of our framework to 
areas that are currently difficult to address from first principles in QCD. Examples include nonperturbative 
and collective effects, factorization breaking and the modification of the parton shower in heavy-ion, and 
electron-nucleus collisions.

 2022 Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

In recent years machine learning techniques have lead to range 
of new developments in nuclear and high-energy physics [1–29]. 
For example, in Refs. [1–5] jet tagging techniques were developed 
which often outperform traditional techniques. In Refs. [6–11] Gen-
erative Adversarial Networks (GANs) [30,31], a form of unsuper-
vised machine learning, were used to simulate event distributions 
in high-energy particle collisions. There have also been efforts to 
infer physics information from data. In Ref. [32,33] a probabilistic 
model was introduced based on jet clustering and in Ref. [34] a 
convolutional autoencoder within a shower was used which qual-
itatively reproduces jet observables. See also Refs. [35–37] for re-
cent work on physics-aware learning.

The underlying physics information of high-energy particle col-
lisions is encoded in hard-scattering processes, the subsequent 
parton shower and the hadronization mechanism. These steps 
are modeled by general purpose parton showers used in Monte 
Carlo event generators which play an important role in our un-
derstanding of high-energy collider experiments [38–40]. Starting 
with highly energetic quarks or gluons which are produced in 

* Corresponding author.
E-mail address: ylai@lbl.gov (Y.S. Lai).

hard-scattering events, parton showers simulate parton branching 
processes (soft and collinear emissions) that occur during the evo-
lution from the hard scale to the infrared which is followed by the 
hadronization step. Parton showers solve renormalization group 
equations and resum large logarithmic corrections to all orders 
which arise due to the sensitivity to both hard and soft physics. 
Since parton showers produce a fully exclusive final state, they 
are essential tools to improve our understanding of high-energy 
particle collisions. While the general concept of parton showers is 
well established, important questions about the perturbative accu-
racy [41–47], nonperturbative effects [48–51] and the modification 
in the nuclear environment [52–66], remain a challenge.

In this work, we propose an explainable or White Box AI ap-
proach [67,68] to learn the underlying physics of high-energy par-
ticle collisions. As a proof of concept, we present results of a 
GAN trained on the final output of a gluon-only parton shower, 
which not only reproduces the final distribution of particles but 
also learns the underlying showering mechanism using the com-
plete event information. We therefore aim at achieving algorithmic 
transparency [69–71], where the generation of intermediate split-
ting momentum fraction and angular ordering can be fully un-
derstood by human physicists. The technical implementation is a 
neural network architecture using recurrent, interpretable repre-
sentation. Unlike traditional post-hoc explainability, a fully func-

https://doi.org/10.1016/j.physletb.2022.137055
0370-2693/ 2022 Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
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The precise reconstruction of jet transverse momenta in heavy-ion collisions is a challenging task. A major
obstacle is the large number of (mainly) low-pT particles overlaying the jets. Strong region-to-region fluctuations
of this background complicate the jet measurement and lead to significant uncertainties. In this paper, a
novel approach to correct jet momenta (or energies) for the underlying background in heavy-ion collisions
is introduced. The proposed method makes use of common machine learning techniques to estimate the jet
transverse momentum based on several parameters, including properties of the jet constituents. Using a toy
model and HIJING simulations, the performance of the new method is shown to be superior to the established
standard area-based background estimator. The application of the new method to data promises the measurement
of jets down to extremely low transverse momenta, unprecedented thus far in data on heavy-ion collisions.

DOI: 10.1103/PhysRevC.99.064904

I. INTRODUCTION

In ultrarelativistic heavy-ion collisions a new state of nu-
clear matter is created: the quark-gluon plasma (QGP) [1].
In the QGP, deconfined quarks and gluons interact strongly
and form a hot and dense medium that can be approximately
described by hydro- and thermodynamics. The regime of
strong coupling at large distances, especially in systems of
high temperature or large energy densities, is still not well
understood in quantum chromodynamics (QCD). An ideal
self-generated probe to explore the properties of the medium
and its interactions are particle jets [2]. Reconstructed in the
detector as collimated sprays of color-neutral particles, jets are
created in a large-momentum-transfer scattering of partons in
the early stage of a high-energy collision. Their production
is well understood within the framework of QCD and their
rates can be perturbatively calculated in vacuum. In a heavy-
ion collision, jets traverse the strongly interacting medium
and interact mainly nonperturbatively and, thus, can serve as
valuable probes of the QGP.

The reconstruction of particle jets in heavy-ion collisions
is a complex task. The main obstacle is the overwhelmingly
large background of particles that do not originate from hard
interactions. In ALICE [3], the mean momentum density in
0–10 % most central collisions at

√
sNN = 2.76 TeV leads

to a contribution to the jet momentum that is already of
the order of the typical jet momentum itself. The average
charged particle transverse momentum density for particles
with momenta above 0.15 GeV/c is 〈ρ〉 ≈ 138.2 GeV/c per
unit area, while its standard deviation is σ (ρ) = 18.5 GeV/c
[4]. Since jets are rare objects, these numbers provide already
a good estimate of the mean background in the selected
events. In addition, this background shows large uncorrelated
and also correlated region-to-region fluctuations. Uncorre-
lated fluctuations are due to random Poissonian fluctuations
of the number of particles and their momenta. Sources of

correlated fluctuations are, e.g., physical correlations of the
particles from the particle flow or also the nonuniform detec-
tor acceptances. These fluctuations have a large impact on the
reconstructed jet momentum and on the jet axes by directly
affecting the jet finding algorithm and eventually result in
large uncertainties on the final measurements. An approach to
at least lower the impact of the background at the expense of a
potential fragmentation bias is a higher pT cut for constituents
used in the jet finding algorithm. This massively reduces the
background, which mostly consists of low-pT particles, but
it also discards the low-pT parts of the jet. The treatment of
the background and its fluctuations depends on the observable
under study. In this paper, the focus is on the correction of
observables based on jet momentum, i.e., the correction of the
jet energy scale, without applying a particular constituent cut.
The impact of the background on the jet (sub)structure, e.g.,
by distorting the jet axis, is not discussed here.

In the standard method for jet spectra measurements in
ALICE, the background momentum density per unit area
is calculated on an event-by-event basis. Each jet is then
corrected by taking into account the event-averaged density
multiplied by the jet area. The area-based method corrects
the jet momentum for the average background but leads to
large residual fluctuations. These residual fluctuations are then
typically corrected for on a statistical basis in an unfolding
procedure, see, for instance, Ref. [5].

The new approach, introduced in this paper, calculates the
corrected jet momentum on a jet-by-jet basis to reduce the
residual fluctuations and to allow a more precise estimate for
the jet momentum. As we demonstrate below, this enables the
measurement of jets in heavy-ion collisions with transverse
momenta much lower than what is currently possible. We ap-
ply machine learning (ML) techniques, which are widely used
in the HEP community [6], to obtain the mapping between jet
parameters, e.g., constituent momenta, and the true transverse

2469-9985/2019/99(6)/064904(8) 064904-1 ©2019 American Physical Society
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Figure 4: Average of prompt D0, D+, and D⇤+ meson v2 as a function of pT in Pb–Pb collisions at
p

sNN =

5.02 TeV in the small-q2, large-q2 (see text for details), and unbiased samples, for the 0–10% (top panels) and
30–50% (bottom panels) centrality classes, compared to model calculations [34, 37, 88, 90]. In the LIDO and
DAB-MOD predictions, the ESE selection is performed with a q2 estimator, while in the POWLANG model the
elliptic eccentricity e2 is used.

q2 sample is described by all the available models. On the contrary, in the 30–50% centrality class
the LIDO and DAB-MOD models underestimate the measurement in the large-q2 sample, which is
instead well described by the POWLANG HTL prediction. In the case of POWLANG lQCD, the
theoretical prediction is compatible with the measured v2 for pT < 4 GeV/c and lower for higher pT.
The DAB-MOD calculations give a better description of the experimental data with the M&T approach
for pT < 5 GeV/c and in the Eloss case for pT > 5 GeV/c. When the ratios between the v2 in the ESE-
selected and the unbiased samples are considered, the models seem to better describe the measured
values, owing to similar discrepancies between theoretical predictions and experimental data in the
ESE-selected and unbiased samples. In the small-q2 samples the model predictions are more similar
to each other and the discrepancies are less significant, also due to the larger experimental uncertainties.
Interestingly, different implementations of the same model with the studied transport parameterisations
(i.e. POWLANG HTL vs. POWLANG lQCD, and DAB-MOD(M&T) vs. DAB-MOD(Eloss)) give
similar predictions, suggesting that the effect of the ESE selection is more related to the initial geometry
and the underlying hydrodynamic expansion rather than the dynamic evolution of the heavy quarks in
the medium.

To study a possible interplay between the azimuthal anisotropy of the event and the charm-quark radial
flow (at low/intermediate pT) and in-medium energy loss (at high pT), the ratio of the measured per-event
yields of prompt D0, D+, and D⇤+ mesons in the ESE-selected and unbiased samples has been calculated
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Figure 4: Average of prompt D0, D+, and D⇤+ meson v2 as a function of pT in Pb–Pb collisions at
p

sNN =

5.02 TeV in the small-q2, large-q2 (see text for details), and unbiased samples, for the 0–10% (top panels) and
30–50% (bottom panels) centrality classes, compared to model calculations [34, 37, 88, 90]. In the LIDO and
DAB-MOD predictions, the ESE selection is performed with a q2 estimator, while in the POWLANG model the
elliptic eccentricity e2 is used.

q2 sample is described by all the available models. On the contrary, in the 30–50% centrality class
the LIDO and DAB-MOD models underestimate the measurement in the large-q2 sample, which is
instead well described by the POWLANG HTL prediction. In the case of POWLANG lQCD, the
theoretical prediction is compatible with the measured v2 for pT < 4 GeV/c and lower for higher pT.
The DAB-MOD calculations give a better description of the experimental data with the M&T approach
for pT < 5 GeV/c and in the Eloss case for pT > 5 GeV/c. When the ratios between the v2 in the ESE-
selected and the unbiased samples are considered, the models seem to better describe the measured
values, owing to similar discrepancies between theoretical predictions and experimental data in the
ESE-selected and unbiased samples. In the small-q2 samples the model predictions are more similar
to each other and the discrepancies are less significant, also due to the larger experimental uncertainties.
Interestingly, different implementations of the same model with the studied transport parameterisations
(i.e. POWLANG HTL vs. POWLANG lQCD, and DAB-MOD(M&T) vs. DAB-MOD(Eloss)) give
similar predictions, suggesting that the effect of the ESE selection is more related to the initial geometry
and the underlying hydrodynamic expansion rather than the dynamic evolution of the heavy quarks in
the medium.

To study a possible interplay between the azimuthal anisotropy of the event and the charm-quark radial
flow (at low/intermediate pT) and in-medium energy loss (at high pT), the ratio of the measured per-event
yields of prompt D0, D+, and D⇤+ mesons in the ESE-selected and unbiased samples has been calculated
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Established clear mass hierarchy 
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Open access tool for compilations of HF data by Jing Wang (MIT)
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Figure 4: Average of prompt D0, D+, and D⇤+ meson v2 as a function of pT in Pb–Pb collisions at
p

sNN =

5.02 TeV in the small-q2, large-q2 (see text for details), and unbiased samples, for the 0–10% (top panels) and
30–50% (bottom panels) centrality classes, compared to model calculations [34, 37, 88, 90]. In the LIDO and
DAB-MOD predictions, the ESE selection is performed with a q2 estimator, while in the POWLANG model the
elliptic eccentricity e2 is used.

q2 sample is described by all the available models. On the contrary, in the 30–50% centrality class
the LIDO and DAB-MOD models underestimate the measurement in the large-q2 sample, which is
instead well described by the POWLANG HTL prediction. In the case of POWLANG lQCD, the
theoretical prediction is compatible with the measured v2 for pT < 4 GeV/c and lower for higher pT.
The DAB-MOD calculations give a better description of the experimental data with the M&T approach
for pT < 5 GeV/c and in the Eloss case for pT > 5 GeV/c. When the ratios between the v2 in the ESE-
selected and the unbiased samples are considered, the models seem to better describe the measured
values, owing to similar discrepancies between theoretical predictions and experimental data in the
ESE-selected and unbiased samples. In the small-q2 samples the model predictions are more similar
to each other and the discrepancies are less significant, also due to the larger experimental uncertainties.
Interestingly, different implementations of the same model with the studied transport parameterisations
(i.e. POWLANG HTL vs. POWLANG lQCD, and DAB-MOD(M&T) vs. DAB-MOD(Eloss)) give
similar predictions, suggesting that the effect of the ESE selection is more related to the initial geometry
and the underlying hydrodynamic expansion rather than the dynamic evolution of the heavy quarks in
the medium.

To study a possible interplay between the azimuthal anisotropy of the event and the charm-quark radial
flow (at low/intermediate pT) and in-medium energy loss (at high pT), the ratio of the measured per-event
yields of prompt D0, D+, and D⇤+ mesons in the ESE-selected and unbiased samples has been calculated
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DAB-MOD predictions, the ESE selection is performed with a q2 estimator, while in the POWLANG model the
elliptic eccentricity e2 is used.

q2 sample is described by all the available models. On the contrary, in the 30–50% centrality class
the LIDO and DAB-MOD models underestimate the measurement in the large-q2 sample, which is
instead well described by the POWLANG HTL prediction. In the case of POWLANG lQCD, the
theoretical prediction is compatible with the measured v2 for pT < 4 GeV/c and lower for higher pT.
The DAB-MOD calculations give a better description of the experimental data with the M&T approach
for pT < 5 GeV/c and in the Eloss case for pT > 5 GeV/c. When the ratios between the v2 in the ESE-
selected and the unbiased samples are considered, the models seem to better describe the measured
values, owing to similar discrepancies between theoretical predictions and experimental data in the
ESE-selected and unbiased samples. In the small-q2 samples the model predictions are more similar
to each other and the discrepancies are less significant, also due to the larger experimental uncertainties.
Interestingly, different implementations of the same model with the studied transport parameterisations
(i.e. POWLANG HTL vs. POWLANG lQCD, and DAB-MOD(M&T) vs. DAB-MOD(Eloss)) give
similar predictions, suggesting that the effect of the ESE selection is more related to the initial geometry
and the underlying hydrodynamic expansion rather than the dynamic evolution of the heavy quarks in
the medium.

To study a possible interplay between the azimuthal anisotropy of the event and the charm-quark radial
flow (at low/intermediate pT) and in-medium energy loss (at high pT), the ratio of the measured per-event
yields of prompt D0, D+, and D⇤+ mesons in the ESE-selected and unbiased samples has been calculated

12

Detailed confirmation of fully 
thermalized charm

(also: b-jets)

https://boundino.github.io/hinHFplot/


0 0.1 0.2 0.3 0.4 0.5
r

1−10

1

10

drJD
dN  

JDN1

CCNU

pp (SHERPA)
PbPb

CMS
 + jet0D

 (5.02 TeV PbPb)-1bµ (5.02 TeV pp) + 404 -127.4 pb

 < 20 GeV/cD
T

4 < p
| < 2D|y
| > 60 GeV/cjet

T
|p

| < 1.6jetη|

PbPb
pp
PYTHIA

0 0.1 0.2 0.3 0.4 0.5r

1

2

ppPb
Pb

CCNU

0 0.1 0.2 0.3 0.4 0.5r
0

0.5
1

1.5

pp
G

en
er

at
or

SHERPA

PYTHIA

41

Use jet axis to set reference 
direction - nearing direct evidence 
of the Brownian motion of charm?

jet
D0r

Next: Observe and control charm diffusion

Next: high-statistics jet/ , 
, -  correlations 

h + D0

γ + D0 D D̄

Tag direct production vs. identify late 
 splitting w/ jet sub-structure 

 control charm production time
g → cc̄
⇒



Next: Isolate medium-induced radiation

ALICE, Nature 605 (2022) 440
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In Pb+Pb, radiation in the dead cone is unambiguously induced by the medium 
 confirmation of key theoretical picture of QCD in-medium radiation⇒
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Next: bottom with charm-level precision

Diffusion coefficient of bottom quarks (3x diffusion time  probe time-dependence) 

Community goal: our understanding of bottom in 2030 = charm in 2020

⇒
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Open Heavy Flavor Physics Physics Projections 2023–2025
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Figure 4.6: Projected statistical uncertainties of nuclear modification factor RAA measurements of
non-prompt/prompt D0 mesons (left) and b-jets (right) as a function of pT in 0–10% central Au+Au
collisions at

p
sNN = 200 GeV from the three-year sPHENIX operation. Left: the solid green curve

are averaged RAA for pions and the solid blue line is from a model calculation of RAA for B mesons
over several models [12, 13, 14, 15], which maps to the dashed blue line for D-meson from B decay.
Right: the curves represents a pQCD calculations with two coupling parameters to the QGP medium,
gmed [16], and the blue band is from a recent calculation based on the LIDO transport model [17].
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models describing the coupling between heavy quarks and the medium. In the first three years of
operation, sPHENIX will enable B-meson and b-jet measurements covering the wide transverse
momentum range 2 < pT < 40 GeV, as shown in Figures 4.6 and 4.7.

The left panel of Figure 4.6 shows the B-meson (D0 from B) nuclear modification measurements
covering the kinematic range pT . 15 GeV, where nuclear modifications for bottom quarks and light
quarks are expected to be quite different, transitioning in the right panel to the b-jet at pT > 15 GeV,
where the effect due to the light and heavy quark mass difference is less significant. The current
experimental results do not yet confirm the detailed physics behind this transition.
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5.3.2 Constraining the heavy-quark diffusion coefficient 2⇡TDs

Many theoretical efforts have been recently undertaken to understand the properties of the QGP medium
and the interaction between heavy quarks and the medium constituents, see Refs. [258–260] for recent
reviews. Although the interaction mechanism can widely vary among different theoretical models, the
reduction to a few transport coefficients allows one to compare these models and evaluate different mi-
croscopic pictures. Most of the present theoretical models explain the interactions of heavy quarks as
dominated by collisional (elastic) processes in the low transverse momentum region (up to about 5–
10 GeV/c) and by radiative energy loss (inelastic process with gluon radiation off the heavy quark) at
higher pT.

The extraction of the heavy-quark spatial diffusion coefficient, which is one of the main QGP
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Figure 41: Azimuthal distribution of DD pairs with pT1 > 4GeV/c, 2<pT2 < 4GeV/c (left panel)
and pT > 6GeV/c (right panel) and |y| < 4 in minimum bias Pb–Pb collisions. The combinatorial
background of DD not coming from the same hard scattering has been subtracted. The uncertainties
shown are for a total luminosity of 35 nb−1.

3.5< pT <4.0 GeV/c, the statistical uncertainty is about 15%. In the same kinematic region, the
expected accuracy with ALICE 3 is expected to be well below 1%.

3.3.1.5 DD̄ azimuthal correlations

Azimuthal correlations of D0D0 pairs in Pb–Pb collisions provide a direct measure of momen-
tum broadening by the QGP, which is sensitive to the nature of the energy loss mechanisms and
to the degree of charm thermalization in the medium, as discussed in Section 2.1.2. Projections
for measurements of the azimuthal distributions of D0D0 pairs in minimum bias Pb–Pb collisions
are presented Fig. 41, for pairs with pT1 > 4GeV/c, 2<pT2 < 4GeV/c (left) and pT1�2 > 6GeV/c
(right). The statistical uncertainties are estimated for a Pb–Pb luminosity of 35 nb−1. Two types
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Addressing recombination and feed-down
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Addressing recombination and feed-down
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Heavy-flavour hadronisation
• Constrain hadronisation models  
→ measurements of baryon/meson ratios, nuclear suppression, and flow 
→ luminosity, vertexing, PID
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Figure 4.9: Projected statistical uncertainties for the subjet splitting fraction zg for b-jets in p+p and
Au+Au (left) and the Au+Au/p+p ratio compared to the expectation from a pQCD calculations from
Ref. [24].
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Figure 4.10: Statistical projections of Lc/D ratio for both central Au+Au and p+p collisions. This
projection is compared with the recent publication from the STAR collaboration in the central Au+Au
collisions [25] (red point), model calculations of this ratio in the Au+Au collisions (colored curves),
and the PYTHIA8 tunes for the p+p collisions (black curves).

and the reference Lc/D ratio in p+p collision is missing at RHIC energies, while the current
model predictions differ significantly. As shown in Figure 4.10, sPHENIX will enable the first
measurement of the Lc/D in p+p collisions at RHIC and provide the high precision heavy ion data
to quantitatively understand the enhancement of the charmed baryon/meson production ratio and
therefore charm hadronization in the QGP.
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The elliptic flow (v2) of Λ!" and D0 as a function of pT projected for 30–50% centrality PbPb 
collisions at 5.5 TeV without the MTD, with BTL only and with ETL+BTL, for rapidity ranges 
|y| < 1 and 1 < |y| < 2, corresponding to an integrated luminosity of 7 nb-1 from Run 4. 
Measurements of strange meson and baryon v2 for 30–50% centrality PbPb collisions
by CMS from Run 2 (PLB 742 (2015) 200) are also shown (shaded bands).
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The elliptic flow (v2) of Λ!" and D0 as a function of pT projected for 30–50% centrality PbPb 
collisions at 5.5 TeV without the MTD, with BTL only and with ETL+BTL, for rapidity ranges 
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by CMS from Run 2 (PLB 742 (2015) 200) are also shown (shaded bands).
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Figure 3: Invariant mass spectra of weighted di-J/ candidates with pdi-J/ T > 5.2GeV/c and

overlaid projections of the pdi-J/ T -threshold fit using (a) the NRSPS plus DPS model, (b) model
I, and (c) model II.

around 6.75GeV/c2, where the data shows a dip. In an attempt to describe the dip, model
II allows for interference between the NRSPS component and a resonance for the threshold
enhancement. The coherent sum of the two components is defined as

���Aei�
q
fnr(Mdi-J/ ) + BW(Mdi-J/ )

���
2

, (1)

where A and � are the magnitude and phase of the nonresonant component, relative to the
BW lineshape for the resonance, assumed to be independent of Mdi-J/ , and fnr(Mdi-J/ ) is
an exponential function. The interference term in Eq. (1) is then added incoherently to
the BW function describing the X(6900) structure and the DPS description. The fit to the

pdi-J/ T -threshold sample with this model has a probability of 15.5% (�2/ndf = 104.7/91),
and its projections are illustrated in Fig. 3(c). In this case, the mass, natural width and
yield are determined to be m[X(6900)] = 6886± 11MeV/c2, �[X(6900)] = 168± 33MeV
and Nsig = 784± 148. A larger X(6900) width and yield are preferred in comparison
to model I. Here it is assumed that the whole NRSPS production is involved in the
interference with the lower-mass resonance despite that there may be several components
with di↵erent quantum numbers in the NRSPS and more than one resonance in the
threshold enhancement.
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Figure 9: Statistical-thermal model predictions for (anti-)(hyper-)nuclei in black and (multi-)charm
states in red. For each additional charm quark an enhancement in the yield by the charm fugacity
factor gc appears at the same hadron mass. All states depicted here are potentially in reach of
ALICE 3. Figure taken from [56] with slight adaptations.

toolbox for the search for light nuclei with charm, the so-called super-nuclei. At LHC energies,
the most promising candidates are the c-deuteron, c-triton and c-3He as shown in Fig. 9. In
these nuclei, an up quark is replaced by a charm quark in the proton that is bound to one or two
nucleons. The existence of such weakly decaying bound states with lifetimes similar to those
of other unbound charmed baryons is being debated in the literature [229–232]. We propose
to search for the c-deuteron in its cd ! d +K�+p+ decay channel and for the c-triton in the
ct ! 3H+K�+p+ channel. In case these states are bound and under the assumption that their
abundance in collisions of nuclei is described by the SHM, the yields are large enough to bring
their experimental discovery within reach. A study of the expected ALICE 3 performance for
the measurement of c-deuteron production is discussed in Section 3.3.6.1.

In addition to allowing for direct searches for the bound states, ALICE 3 should also make
it possible to measure hadronic interaction potentials between charmed baryons and nucleons
(and hadrons in general) by studying directly femtoscopic correlations in pp collisions, e.g.
Lc p correlations for which Lattice QCD predictions can be directly tested [233], following the
techniques discussed in section 2.10.1.

2.10.3 Study of b-quark decays into 3He
The excellent capabilities of the ALICE 3 apparatus for the measurement of nuclei also open
new opportunities in interdisciplinary studies for one of the most interesting astrophysical ques-
tions. The detection of cosmic-ray antinuclei such as antihelium is considered as one of the
most promising signatures of the existence of weakly-interactive mass particles (WIMP), which
represent an important candidate for dark matter [234]. In fact, background sources given by
antinuclei produced by the hadronic interactions of primary rays are expected to be negligi-
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[1] S. Pratt, C. Plumberg, Phys. Rev. C 104, 014906 (2021)

The estimated first-order Fourier coefficient of azimuthal charge balance function, R1, as a function 
of y, for identified proton-proton (left), kaon-kaon (middle) and pion-pion (right) correlations, with 0.3 
< pT < 3 GeV/c, for 0-5% PbPb events at 5.5 TeV with an integrated luminosity of 7 nb-1. Solid and 
open markers correspond to scenarios with BTL only and with BTL+ETL, respectively. Data points 
are set based on the HYDJET generator superposed with the charge diffusion model from Ref. [1] 
assuming different values of the diffusivity, while lines indicate the charge diffusion model alone.
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We initialize the Quantum Chromodynamic conserved charges of baryon number, strangeness,
and electric charge arising from gluon splitting into quark-antiquark pairs for the initial conditions
of relativistic heavy-ion collisions. A new Monte Carlo procedure that can sample from a generic
energy density profile is presented, called Initial Conserved Charges in Nuclear Geometry (ICCING),
based on quark and gluon multiplicities derived within the color glass condensate (CGC) e↵ective
theory. We find that while baryon number and electric charge have nearly identical geometries to
the energy density profile, the initial strangeness distribution is considerable more eccentric and
is produced primarily at the hot spots corresponding to temperatures of T & 400 MeV for PbPb
collisions at

p
sNN = 5.02 TeV.

Introduction One of the most crucial breakthroughs in
the study of heavy-ion collisions was the understanding
that event-by-event fluctuating initial conditions are nec-
essary to describe two-particle correlations [1] and in par-
ticular the triangular flow v3 [2]. Following this revolu-
tion, initial conditions at µB = 0 first included energy
density fluctuations [3], then initial flow [4–6], and more
recently the full shear stress tensor [7] (see also [8, 9]). At
lower beam energies a finite net baryon density must be
initialized as well, although no single approach to this has
been settled on at the moment [10–13]. These approaches
at finite net baryon densities occur at the nucleonic level
(i.e. they do not consider partonic structure inside the
nucleons) and primarily focus only on initializing the net
baryon density (with the exception of [14]). Important
steps toward incorporating baryon stopping in a CGC
picture have been made as well [15, 16].

Despite the focus on finite net baryon densities, signifi-
cant questions still remain at µB = 0 regarding the three
QCD conserved charges of baryon number B, strangeness
S, and electric charge Q. A tension remains between light
and strange particle yields [17, 18], fluctuations [19], and
flow harmonics [20, 21], and di�culties persist describing
strangeness enhancement in small systems [22] (although
the core-corona approach may be an alternative [23]).
Additionally, there appears to be charge splitting both
in large and small systems [24–26] but the origin of the
e↵ect is still under debate [27, 28]. It is not yet clear if
these issues arise from the initial conditions or medium
e↵ects (such as [29–36]).

In order to disentangle BSQ dynamics from the initial
state versus the medium, we create the first 2D model of
event-by-event sea quark fluctuations on top of a generic
energy density profile at LHC energies as shown in Fig. 1.
Previous studies have focused on quark degrees of free-
dom during the approach to thermalization and chemical
equilibrium [37–40]. In this procedure we first sample
gluons from a generic 2D energy density profile, then the

probability of g ! qq̄ splitting into various flavors, and fi-
nally the displacement of the quarks relative to the gluon.
The probabilities utilized in this sampling procedure are
based on multiplicities derived in a previous CGC calcu-
lation [41]. While at LHC energies the sea quarks make
a subdominant contribution to the initial energy density
compared to gluons [42], they provide the leading source
of the conserved charges BSQ.

0 40 80 120 170 200
-12

-5

0

5

12
-12 -5 0 5 12

y
(fm

)

Energy Density (GeV / fm3)

-1.9 0 1.8

12 -5 0 5 12

-12

-5

0

5

12

Baryon Density (fm-3)

-4.9 -3.3 -1.6 0 1.8 3.7 5.4

-12 -5 0 5 12
-12

-5

0

5

12

x (fm)

y
(fm

)

Strangeness Density (fm-3)

-5.9 -4.0 -2.0 0 1.8 3.5 5.2

-12 -5 0 5 12
-12

-5

0

5

12

x (fm)

Charge Density (fm-3)

FIG. 1. An event after being fully sampled by the ICCING
algorithm, which supplements the initial energy density with
new distributions of the three conserved charges B,S,Q.

Due to the nontrivial mass threshold of ss̄ pair produc-
tion, the initial strangeness distribution arises not from
the bulk collision geometry, but from hot spots in the
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2.2 What is the Nature of the 3D Initial State?
Pseudorapidity-dependent azimuthal correlations to constrain the longitudinal
atructure of the initial state (vn(⌘))
Initial-state longitudinal fluctuations and the fluid dynamical response of the medium formed
in heavy ion collisions can lead to de-correlations of the direction of the reaction planes  n

(which determines the orientation of the harmonic anisotropies) with pseudorapidity (see
Fig. 50). Such effects are often referred to as a torque or twist of the event shape [20,83,84]
that eventually leads to a breaking of longitudinal/boost/rapidity invariance. The magnitude
of the de-correlation is determined by the details of the dynamics of initial state, and the
distribution of nucleons and partons inside the colliding nuclei.
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Figure 50: (Left) Cartoon to demonstrate the de-correlation of event planes in the longitudinal
direction of a collision from a gluon saturation based 3D-Glasma model [19] and a wounded nucleon
model (WNM). [20,85] (Right) The longitudinal de-correlation of the elliptic anisotropy plane as a
function of pseudorapidity in units of beam rapidity. CMS results are compared to predictions from
two models in the left with STAR projection for Run-23 (using preliminary Run-19 results) from an
anticipated 10 B min-bias events. The colored regions show that the current and future capabilities
at STAR (with iTPC+EPD+FTS) can extend such measurements with good precision by covering
a large fraction of the beam rapidity at 200 GeV – this demonstrates the unique strength of STAR
to study the physics of 3D initial state.

Several promising observables have been proposed to study this effect, Fig. 50 shows one
which can be expressed as rn(⌘a, ⌘b) = Vn�(�⌘a, ⌘b)/Vn�(⌘a, ⌘b), where Vn� is the Fourier
coefficient calculated with pairs of particles taken from three different pseudorapidity re-
gions �⌘a, ⌘a and ⌘b. The observable rn(⌘a, ⌘b) was originally introduced and measured
by CMS collaboration in Ref. [86] and also been measured by the ATLAS collaboration
in [87]. An observable using three-particle correlations that is sensitive to this effect is
the relative pseudorapidity dependence of the three-particle correlator Cm,n,m+n(⌘a, ⌘b, ⌘c) =
hcos(m�1(⌘a) + n�2(⌘b) � (m+ n)�3(⌘c)i [88]. Another, very similar to rn in terms of design
but involving four-particle correlations, is: Rn,n|n,n(⌘a, ⌘b) [18]. As shown in Fig. 50, CMS
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Figure 50: (Left) Cartoon to demonstrate the de-correlation of event planes in the longitudinal
direction of a collision from a gluon saturation based 3D-Glasma model [19] and a wounded nucleon
model (WNM). [20,85] (Right) The longitudinal de-correlation of the elliptic anisotropy plane as a
function of pseudorapidity in units of beam rapidity. CMS results are compared to predictions from
two models in the left with STAR projection for Run-23 (using preliminary Run-19 results) from an
anticipated 10 B min-bias events. The colored regions show that the current and future capabilities
at STAR (with iTPC+EPD+FTS) can extend such measurements with good precision by covering
a large fraction of the beam rapidity at 200 GeV – this demonstrates the unique strength of STAR
to study the physics of 3D initial state.

Several promising observables have been proposed to study this effect, Fig. 50 shows one
which can be expressed as rn(⌘a, ⌘b) = Vn�(�⌘a, ⌘b)/Vn�(⌘a, ⌘b), where Vn� is the Fourier
coefficient calculated with pairs of particles taken from three different pseudorapidity re-
gions �⌘a, ⌘a and ⌘b. The observable rn(⌘a, ⌘b) was originally introduced and measured
by CMS collaboration in Ref. [86] and also been measured by the ATLAS collaboration
in [87]. An observable using three-particle correlations that is sensitive to this effect is
the relative pseudorapidity dependence of the three-particle correlator Cm,n,m+n(⌘a, ⌘b, ⌘c) =
hcos(m�1(⌘a) + n�2(⌘b) � (m+ n)�3(⌘c)i [88]. Another, very similar to rn in terms of design
but involving four-particle correlations, is: Rn,n|n,n(⌘a, ⌘b) [18]. As shown in Fig. 50, CMS
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Bulk properties of the Quark-Gluon Plasma

coefficient. We will particularly focus on low pT ⌘ measurement which might be instrumental
in clarifying this long standing question.

2.6 What are the Electrical, Magnetic, and Chiral Properties of
the Medium?

The QGP medium which is created during the collision of two heavy ions has significant
electric fields, magnetic fields, vorticity, and chirality.

Pseudorapidity dependence of global hyperon polarization (PH(⌘))
The global polarization of hyperons produced in Au+Au collisions has been observed by
STAR. [104] The origin of such a phenomenon has hitherto been not fully understood.
Several outstanding questions remain.
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Figure 57: (Left) Projections (along with preliminary data) for differential measurements of ⇤(⇤̄

polarization over the extend range of pseudorapidity with the iTPC and FTS detectors of STAR
that will help resolve tension between different theoretical model predictions (shown by curves) of
polarization with ⌘. In addition, projections for the measurements of spin-1/2 ⌅ and spin-3/2 ⌦

particles are also shown. (Right) Spin alignment co-efficient ⇢00 as a function of centrality, with
projected errors. The enhanced statistics from Run-23+25, combined with the excellent dilepton
capabilities of STAR, will enable us to measure J/ alignment along with increasing the significance
of the � and K

⇤0 measurements.
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to 4% with the ALICE ITS 3 [30] when the thermal dielectron yield is integrated over pT,ee.
Assuming fully correlated systematic uncertainties as a function mee for the background sources,
as it was done in Ref. [30], the total systematic error on T pT,ee>0

fit is expected to be of the order
of 2%. The improvement in statistical accuracy will enable a multi-differential analysis of Tfit as
a function of pT,ee, as shown in the right-hand panel of Fig.54.

3.3.3.2 Azimuthal asymmetry The elliptic flow of dielectrons in different mee and pT,ee
regions provides important information to disentangle dielectron emission at early times of the
collision from those produced later, once the medium already started to cool down.

Following the strategy outlined above, the measured raw signal dielectron spectrum is simulated
in semi-central (30-50%) Pb–Pb collisions at

p
sNN = 5.02 TeV and shown in the left panel of

Fig. 55. For this differential study, an integrated luminosity of 35 nb�1 was considered, corre-
sponding to six years running. Electrons are identified with the outer TOF and RICH detectors
in the rapidity range |he|  1.75 for pT,e � 0.2 GeV/c. The relative contribution of thermal ra-
diation decreases from central to peripheral collisions, and therefore only becomes dominant at
slightly larger invariant mass. The elliptic flow of prompt correlated e+e� pairs can be computed
using the measured dielectron yields in- and out-of-plane, NINP and NOOP, after subtraction of
the residual heavy-flavour background based on the measured DCAee distributions, with the for-
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Figure 53: Simulated raw signal spectra of inclusive dielectrons (left) and excess e+e� pairs after
subtraction of correlated light-hadron and heavy-flavour hadron decays (right) using the outer TOF
and RICH particle identification at mid-rapidity in central (0-10%) Pb–Pb collisions at

p
sNN = 5.02

TeV. The green or empty boxes show the systematic uncertainties from the combinatorial background
subtraction and the tracking and electron identification. The magenta boxes (right) indicate system-
atic errors related to the subtraction of the light-flavour and heavy-flavour contributions. The excess
spectrum is compared to predictions using different r spectral functions (see text) [130–132, 292].
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Figure 1 | pT-di!erential yields of K0
S , Λ+Λ, Ξ−+Ξ

+ and Ω−+Ω
+

measured in |y|<0.5. The results are shown for a selection of event
classes, indicated by roman numbers in brackets, with decreasing
multiplicity. The error bars show the statistical uncertainty, whereas the
empty boxes show the total systematic uncertainty. The data are scaled by
di!erent factors to improve the visibility. The dashed curves represent
Tsallis–Lévy fits to each individual distribution to extract integrated yields.
The indicated uncertainties all represent standard deviations.

〈dNch/dη〉. The mean pseudorapidity densities of primary charged
particles 〈dNch/dη〉 are measured at midrapidity, |η|<0.5. The
pT spectra become harder as the multiplicity increases, with the
hardening being more pronounced for higher-mass particles. A
similar observation was reported for p–Pb collisions10, where
this and several other features common with Pb–Pb collisions
are consistent with the appearance of collective behaviour at high
multiplicity8,11,19–23. In heavy-ion collisions these observations are
successfully described by models based on relativistic hydrody-
namics. In this framework, the pT distributions are determined by
particle emission from a collectively expanding thermal source28.
The blast-wave model29 is employed to analyse the spectral shapes
of K 0

S , Λ and Ξ in the common highest multiplicity class (class
I). A simultaneous fit to all particles is performed following the
approach discussed in ref. 10 in the pT ranges 0–1.5, 0.6–2.9 and
0.6–2.9GeV/c, for K 0

S ,Λ and Ξ , respectively. The best fit describes
the data to better than 5% in the respective fit ranges, consistent
with particle production from a thermal source at temperature Tfo
expanding with a common transverse velocity 〈βT〉. The resulting
parameters, Tfo=163±10MeV and 〈βT〉 = 0.49 ± 0.02, are
remarkably similar to the ones obtained in p–Pb collisions for an
event class with comparable 〈dNch/dη〉 (ref. 10).

The pT-integrated yields are computed from the data in the
measured ranges and using extrapolations to the unmeasured
regions. To extrapolate to the unmeasured region, the data were
fitted with a Tsallis–Lévy10 parametrization, which gives the best
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Figure 2 | pT-integrated yield ratios to pions (π++π−) as a function of
〈dNch/dη〉measured in |y|<0.5. The error bars show the statistical
uncertainty, whereas the empty and dark-shaded boxes show the total
systematic uncertainty and the contribution uncorrelated across
multiplicity bins, respectively. The values are compared to calculations from
MCmodels30–32 and to results obtained in p–Pb and Pb–Pb collisions at the
LHC6,10,11. For Pb–Pb results the ratio 2Λ/(π++π−) is shown. The
indicated uncertainties all represent standard deviations.

description of the individual spectra for all particles and all
event classes over the full pT range (Fig. 1). Several other fit
functions (Boltzmann, mT-exponential, pT-exponential, blast wave,
Fermi–Dirac, Bose–Einstein) are employed to estimate the cor-
responding systematic uncertainties. The fraction of the extrapo-
lated yield for the highest(lowest) multiplicity event class is about
10(25)%, 16(36)%, 27(47)% for Λ,Ξ and Ω , respectively, and is
negligible for K 0

S . The uncertainty on the extrapolation amounts
to about 2(6)%, 3(10)%, 4(13)% of the total yield for Λ, Ξ and
Ω , respectively, and it is negligible for K 0

S . The total systematic
uncertainty on the pT-integrated yields amounts to 5(9)%, 7(12)%,
6(14)% and 9(18)% for K 0

S , Λ,Ξ and Ω , respectively. A significant
fraction of this uncertainty is common to all multiplicity classes and
it is estimated to be about 5%, 6%, 6% and 9% for K 0

S ,Λ,Ξ and Ω ,
respectively. In Fig. 2, the ratios of the yields of K 0

S , Λ,Ξ and Ω to
the pion (π++π−) yield as a function of 〈dNch/dη〉 are compared
to p–Pb and Pb–Pb results at the LHC6,10,11. A significant enhance-
ment of strange to non-strange hadron production is observed
with increasing particle multiplicity in pp collisions. The behaviour
observed in pp collisions resembles that of p–Pb collisions at a
slightly lower centre-of-mass energy11, in terms of both the values
of the ratios and their evolution with multiplicity. As no significant
dependence on the centre-of-mass energy is observed at the LHC
for inclusive inelastic collisions, the origin of strangeness production
in hadronic collisions is apparently driven by the characteristics
of the final state rather than by the collision system or energy. At
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clear prediction for the ordering of the experimentally accessible v2 
and v3 signals, following that of the εn, namely

< ≈
≈ <

+ + +

+ + +
v v v

v v v
(3)2

p Au
2
d Au

2
He Au

3
p Au

3
d Au

3
He Au

3

3

This ordering assumes that hydrodynamics can efficiently translate 
the initial geometric εn into dynamical vn, which in turn requires a 
small value for the specific shear viscosity.

There exist a class of alternative explanations where vn is not 
generated via flow, but rather is created at the earliest time in the 
collision process as described by so-called initial-state momentum 
correlation models. They produce a mimic flow signal where the 
initial collision generates colour flux tubes that have a preference 
to emit particles back-to-back in azimuth19,20. These colour flux 
tubes, also referred to as domains, have a transverse size relative to  
the collision axis less than the colour-correlation length of order 
0.1–0.2 fm. In the case where individual domains are resolved, a col-
lision system with a larger overall area but the same characteristic 
domain size (for example d+ Au and 3He+ Au compared with p+ Au 
and p+ p) should have a weaker correlation because the different 
domains are separated and do not communicate21,22. An instructive 
analogy is a ferromagnet with many domains: if the domains are 
separated and disconnected, the overall magnetic field is weakened 
by the cancellation of effects from the random orientation in the 
different domains. The root-mean-square diameter of the deuteron 
is 4.2 fm, and so in d+ Au collisions the two hot spots are typically 
much farther apart than the characteristic domain size. A straight-
forward prediction is then that the v2 and v3 coefficients should  
be ordered

> >+ + +v v v (4)n n n
p Au d Au He Au3

in contradistinction to the hydrodynamic flow prediction.

An experimental realization of the proposed geometry scan has 
been under way at the RHIC. Collisions of 3He+ Au, p+ Au and 
d+ Au at s

NN
 =  200 GeV were recorded in 2014, 2015 and 2016, 

respectively. The PHENIX experiment observed elliptic anisot-
ropies in the azimuthal distributions of the charged particles pro-
duced in all three systems23–25, as well as triangular anisotropies in 
3He+ Au collisions25. This Letter completes this set of elliptic and 
triangular flow measurements from PHENIX in all three systems 
and explores the relation between the strength of the measured vn 
and the initial-state geometry.

The vn measurements reported here are determined using the 
event plane method26 for charged hadrons in the midrapidity region 
covering |η| <  0.35, where η is the particle pseudorapidity







η θ≡ −ln tan

2
(5)

and θ is the polar angle of the particle. The second-order event 
plane is determined using detectors in the Au-going direction 
covering − 3.0 <  η <  − 1.0 in p/d+ Au and − 3.9 <  η <  − 3.1 in 3He+ 
Au. The third-order event plane is determined using detectors in 
the Au-going direction covering − 3.9 <  η <  − 3.1 in all cases. The 
pseudorapidity gap between the particle measurements and the 
event plane determination excludes autocorrelations and reduces 
short-range correlations arising from, for example, jets and particle 
decays—typically referred to as non-flow correlations. Estimates of 
possible remaining non-flow contributions are included in the sys-
tematic uncertainties. Additional uncertainties related to detector 
alignment, data selection and event plane determination are also 
included in the systematic uncertainty estimation (see Methods). 
In these small collision systems the event plane resolution is  
low, meaning that = ⟨ ⟩v v{EP}n n

2  (ref. 27) and the results are there-
fore equivalent to measurements using two-particle correlation 
methods.
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Fig. 1 | Average system eccentricities from a Monte Carlo (MC) Glauber model and hydrodynamic evolution of small systems. a, Average second (third) 
order spatial eccentricities, ε2 (ε3), shown as columns for small impact parameter p+ Au (red), d+ Au (blue) and 3He+ Au (black) collisions as calculated 
from a MC Glauber model. The second- and third-order spatial eccentricities correspond to ellipticity and triangularity, respectively, as depicted by the 
shapes inset in the bars. The vertical lines represent one standard deviation systematic uncertainties. b, Hydrodynamic evolution of a typical head-on p+ 
Au (top), d+ Au (middle) and 3He+ Au (bottom) collision at sNN != !200!GeV as calculated by SONIC, where the p/d/3He completely overlap with the Au 
nucleus. From left to right each row gives the temperature distribution of the nuclear matter at four time points following the initial collision at t!= !0. The 
arrows depict the velocity field, with the length of the longest arrow plotted corresponding to β!= !0.82.
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Established geometry + final-state interactions as the 
clear origin of collective motion for soft particles

ALICE, Nature Physics 13 (2017) 535

PHENIX, Nature Phys 15 (2019) 214



What are the limits of QGP formation?

Charm vs. bottom emerging as key discriminator 
for collective behavior in small systems


 definitive answer with 1200  of p+Pb in LHC
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The mystery of small but dense systems
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FIG. 6. The nuclear modification factor Rh
AA for different cen-

trality averaged collision systems (curves follow the ordering of the
legend). Normalization uncertainties in PbPb, XeXe, and pPb data
are shown as boxes [76,77].

energy loss can account for the observed azimuthal mo-
mentum anisotropy v2(p⊥) at sufficiently high transverse
momentum within our setup.

A. System size and momentum dependence

If the temperature profile of the QCD medium is fixed, the
only remaining unconstrained parameter of the parton energy
loss model of Sec. II is the proportionality factor d that sets
the value of the quenching parameter ˆ̄q in units of T 3 in
Eq. (11). We adjust d such that the model reproduces the mea-
sured centrality averaged hadron nuclear modification factor
Rh

AA(p⊥ = 54.4 GeV) = 0.658 ± 0.065 in
√

sNN = 5.02 TeV
PbPb collisions at the LHC (see Fig. 6). The resulting central
value is d = ˆ̄q/T 3 = 3.63. Variation of the model parameter
in the range d = ˆ̄q/T 3 ∈ [2.72, 4.54] spans the Rh

AA(p⊥ =
54.4 GeV) values within the 1-σ experimental uncertainties.

Once the overall normalization of ˆ̄q is thus fixed, the p⊥
dependence of Rh

AA(p⊥), its dependence on centrality, and its
dependence on the nucleon number A in centrality averaged
collisions are model predictions. Figure 6 shows that the
model describes well the observed p⊥ dependence in central-
ity averaged PbPb and XeXe collisions. Here the error bands
account only for the above mentioned variation of ˆ̄q/T 3. The
same figure also shows model predictions for minimum bias
OO and ArAr collisions at

√
sNN = 5.02 TeV.

In Fig. 6 we also compare the same model to measure-
ments of the nuclear modification factor in pPb collisions. At
p⊥ ≈ O(100) GeV the model predicts a slight enhancement
of Rh

pPb indicating that the nuclear modification of the PDFs in
the antishadowing region is numerically more important than
the small parton energy loss [64]. We note that within current
theoretical and experimental uncertainties no firm statement
about the discrepancy between data and model predictions for
pPb shown in Fig. 6 can be made.

Up to now we followed the standard assumption that parton
energy loss is negligible in pp collisions. To check the internal
consistency of our model we estimated the expected energy
loss in pp collisions. The yellow band in Fig. 6 shows the

FIG. 7. Comparison of the minimum bias hadron nuclear modifi-
cation factor in OO collisions at

√
sNN = 5.02 TeV (upper band) and√

sNN = 7 TeV (lower band).

ratio of hadron spectra with and without the medium effects.
In light of other model uncertainties, this assumption seems
justified.

In Fig. 7 we show how the nuclear modification factor
in centrality averaged OO collisions evolves from

√
sNN =

5.02 to 7 TeV—the projected center-of-mass energy of the
upcoming OO run at the LHC [53]. The effect of changing
collision energy is twofold. First, an increase in

√
sNN shifts

the nPDF effects to higher transverse momentum. Second, the
soft medium produced in the collision also depends on the
collision energy. Here, we model this by assuming T∗ ∝ s0.05

NN
in Eq. (8), which is motivated by the charged particle multi-
plicity dependence on center-of-mass energy [78].

In Fig. 8 (Fig. 9) we compare the p⊥ and centrality de-
pendence of the charged hadron nuclear modification factor
in our model and measured data at

√
sNN = 5.02 TeV PbPb

(
√

sNN = 5.44 TeV XeXe) collisions. The p⊥ dependence
of Rh

AA(p⊥) mainly stems from the steeply falling particle
spectra, while the centrality dependence is driven by the in-
medium path length [see Eq. (34)]. As seen in Figs. 8 and 9,
the model reproduces without any parameter adjustment both
the p⊥ and centrality dependence of Rh

AA between 0 and 70%.
At very high p⊥ the fractional energy lost by the parton is
small and Rh

AA is dominated by nPDF effects. We note that sys-
tematic normalization uncertainties in the experimental data
are shown by blue (green) boxes, which increase to ≈15%
(≈30%) in the most peripheral bin. If these are taken into
account, the tension between data and model results visible
in the 70–90% (70–80%) centrality bin lies within the 2-σ
uncertainty band. We note however that no parton energy loss
model of BDMPS-Z type contains physics that could account
for a stagnation or an increase of the suppression as the system
size and the energy density reduce from the 50–70% to the
70–90% (70–80%) centrality bin.

We note that our model predictions of minimum bias in-
clusive nuclear modification factors in OO collisions address
the same 〈Npart〉 ≈ 10 range as 70–90% (70–80%) peripheral
PbPb (XeXe) collisions. Measuring Rh

AA in OO collisions is
a much wanted independent test of the expected system size
dependence of parton energy loss, that is free of assumptions

054903-8

Huss et al., PRC 103 (2021) 054903
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SONIC O+O

FIG. 3. An example of time evolution of a O+O event from sonic; the color scale indicates the local temperature.

0 0.5 1 1.5 2 2.50

0.05

0.1

0.15

0.2  nv 2
(a)   v

0.5 1 1.5 2 2.50

0.05

0.1

0.15

0.2  nv 3
(b)   v

0.5 1 1.5 2 2.50

0.05

0.1

0.15

0.2  nv 4
(c)   v

SONIC
0-5% p+O 7 TeV

=18.2〉η/d
ch

dN〈

0-5% O+O 7 TeV
=72.9〉η/d

ch
dN〈

0-5% p+Pb 8.16 TeV
=41.8〉η/d

ch
dN〈

0 0.5 1 1.5 2 2.5
 [GeV/c]

T
p

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

〉 nε〈/ nv

〉
2
ε〈/

2
(d)   v

0.5 1 1.5 2 2.5
 [GeV/c]

T
p

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

〉
3
ε〈/

3
(e)   v

0.5 1 1.5 2 2.5
 [GeV/c]

T
p

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7

〉4ε〈/4
(f)   v

FIG. 4. Comparison of vn and vn/h"ni as a function of pT in 0%–5% of three collision systems, p+O and O+O collisions atp
sNN = 7 TeV and p+Pb collisions at

p
sNN = 8.16 TeV.

hydrodynamic sonic parameters. An example event for
4He+Au is shown in Fig. 9. We then calculate the flow
coe�cients as a function of pT for both systems in the
highest 5% multiplicity events as shown in Fig. 10. The
resulting vn values are quite similar for the two systems,
though the translation from geometry as characterized
by vn/h"ni is larger for the 4He+Au system. To deter-
mine if this is related to the slightly higher multiplicity
or the more compact initial geometry, we make the com-
parison in Fig. 11 where the event categories are selected
to match in multiplicity. The results confirm that, just

as in the p+O, O+O, and p+Pb comparison above, it is
also true in the 3He+Au and 4He+Au case that the more
compact source leads to larger flow.

SuperSONIC O+O collision

Collective motion of  GeV 
particles — but increasingly tighter 

constraints on quenching-like effects

≈ 50
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Major opportunity with O+O collisions in 
LHC Run 3 — small system without 
difficult-to-control geometry of p+A


Run small ions by default in LHC Run 5+6 
- ultra-high luminosity, precision EW+jet

Lim et al, PRC 99 (2019) 4, 044904



New experimental capabilities 


Multi-dimensional measurements


Qualitatively new channels


Increased precision & control

Isolate & identify 
underlying microscopic 

mechanisms 

Reductionism
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New experimental capabilities 


Multi-dimensional measurements


Qualitatively new channels


Increased precision & control

Isolate & identify 
underlying microscopic 

mechanisms 

Resolve space-time picture 
of parton-QGP interaction

Isolate the determining 
aspects of energy loss

Identify point-like 
constituents of the QGP

Observe direct evidence 
of charm diffusion

Confirm QCD in-
medium radiation

Reductionism

Explore the mechanism 
of QCD confinement

Probe the QCD  
interaction

qq̄
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Study the thermalization 
process 

Minimal conditions for 
QGP creation



Questions for the Hot QCD community
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Questions for the Hot QCD community
How big should the experimental workforce be in the U.S.?


➡ What’s the right # of University and Lab groups to do our physics?
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Questions for the Hot QCD community
How big should the experimental workforce be in the U.S.?


➡ What’s the right # of University and Lab groups to do our physics?


What’s the optimal distribution over experiments?


➡ Given substantial upgrades / new capabilities, should we re-organize?
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Questions for the Hot QCD community
How big should the experimental workforce be in the U.S.?


➡ What’s the right # of University and Lab groups to do our physics?


What’s the optimal distribution over experiments?


➡ Given substantial upgrades / new capabilities, should we re-organize?


What is the key new instrumentation U.S. groups are interested in?


➡ What is our physics-motivated “ask” to agencies?

64

ALICE FoCal? CMS MTD-ETL? LHCb Upgrades? ALICE 3?



The way forward
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The way forward
Finish the scientific mission of RHIC, our flagship domestic facility


➡ Reap the full benefit of major investments at RHIC 


➡ Deliver the luminosity of high-quality data needed to complete the physics 
goals of sPHENIX and STAR


➡ Support RHIC research throughout data-taking and afterwards (computing, 
University groups, etc.) 


Continue the strong tradition of U.S. leadership in Hot QCD at the LHC


➡ Consider U.S. involvement in new instrumentation 


➡ Encourage the opportunity for physics-motivated migration between 
experiments (including RHIC  LHC after sPHENIX+STAR)→
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Thank you!
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