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Measurements of the proton’s form factors

are discrepant.
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The one “missing” radiative correction

is hard two-photon exchange.

The standard set
Hard two-photon exchange
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TPE produces an asymmetry between

electron and positron scattering.

M = + +O(α3)

σ ≈ |M|2 =

∣∣∣∣∣∣∣
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± 2Re


+O(α4)

5



The current status:

Hard TPE is difficult to calculate.

Recent experiments did not settle the issue.

No current facility has GeV-scale positrons.

Form Factor discrepancy is uncomfortable as we embark on 3D

tomography.
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A new positron facility will settle TPE

and do so much more.

Jefferson Lab Positron Working Group

Web: https://wiki.jlab.org/pwgwiki/index.php/Main˙Page

Join the mailing list: mailto:pwg-request@jlab.org

Link to our recent White Paper
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A new positron facility will settle TPE

and do so much more.

TPEX: Two-Photon Exchange eXperiment

TPEX
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Calculations of two-photon exchange come with

model dependency.
Hadronic Approaches

Treat off-shell propagator as collection of hadronic states.

e.g. Ahmed, Blunden, Melnitchouk, PRC 102, 045205 (2020)

N, ∆, N*, ...

Partonic

Approaches

Treat interaction of γγ with quarks, distributed by GPDs.

e.g. A. Afanasev et al., PRD 72, 013008 (2005)

Phenomenology

Assume the discrepancy is caused by TPE, estimate the effect.

e.g. A. Schmidt, JPG 47, 055109 (2020)

Alternate Approaches

e.g., E. A. Kuraev et al., Phys. Rev. C 78, 015205 (2008)
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Theory predictions for σe+p/σe−p
are not in agreement.
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Three recent experiments measured hard TPE.
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OLYMPUS observed a small TPE effect.
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Positron Program at JLab

19 contributions for experimental concepts

> 1000 PAC days
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Positron Program at JLab

19 contributions for experimental concepts

> 1000 PAC days

See C. Munoz Camacho's talk
from Friday

Two-photon exchange

Beyond Standard Model
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CLAS12 is ideal for mapping TPE

over a wide phase space.

J. C. Bernauer et al., Eur.Phys.J.A 57, p. 144 (2021)
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CLAS12 is ideal for mapping TPE

over a wide phase space.Eur. Phys. J. A           (2021) 57:144 Page 5 of 6   144 

Fig. 7 Predicted effect size and estimated errors for the proposed
measurement program at CLAS12. We assume bins of constant
!Q2=0.25 GeV2. The prediction is based on [19]

nomenological extraction from [19]) are shown in Fig. 7. The
quality of the measured data will quantify hard two-photon-
exchange over the whole region of precisely measured and
to-be-measured cross section data, enabling a model-free
extraction of the form factors from those. It will test if TPE
can reconcile the form factor ratio data where the discrep-
ancy is most significantly seen, and test, for the first time,
GPD-based calculations.

2.3 Systematics of the comparison between electron and
positron measurements

The main benefit to measure both lepton species in the same
setup closely together in time is the cancellation of many
systematics which would affect the result if data of a new
positron scattering measurement is compared to existing
electron scattering data. For example, one can put tighter
limits on the change of detector efficiency and acceptance
changes between the two measurements if they are close in
time, or optimally, interleaved.
For the ratio, only relative effects between the species types
are relevant; the absolute luminosity, detector efficiency, etc.
cancel. Compared to classic small acceptance spectrometers,
even the requirements on the relative luminosity determina-
tion are somewhat relaxed, as all data points of one species
share the same luminosity, that is, even without any knowl-
edge of the relative normalization between species, the evo-
lution of TPE as a function of ε for constant beam momenta
could be extracted. To achieve then an absolute normalization
of the ratio, the relative luminosity must be controlled.

The primary means of normalization for low current
experiments in Hall B is the totally absorbing Faraday cup
(FC) in the Hall B beam line. The absolute accuracy of the FC
is better than 0.5% for currents of 5 nA or greater. The FC can

be used in e+/e− beams with up to 500 W, which should not
be a limitation for experiments in Hall B with CLAS12. The
relative accuracy for the ratio of electrons to positrons should
be at least as good as the absolute accuracy. The only known
difference between electrons and positrons is the interaction
of e+ and e− with the vacuum window at the entrance to the
FC, which is a source of Møller scattering for electrons and
a source of Bhabha scattering for positrons. The FC design
contains a strong permanent magnet inside the vacuum vol-
ume and just after the window. This magnet is meant to trap
(most of) the low-energy Møller electrons to avoid over-
counting the electric charge. It will also trap (most of) the
Bhabha scattered electrons from the positron beam to avoid
under-counting (for positrons) the electric charge. However,
there may be a remaining, likely small charge asymmetry
for Møller and Bhabha scattered electrons in the response
of the FC to the different charged beams. This effect will be
studied in detail with a GEANT4 simulation. In any case,
they relative efficiency of the FC can be calibrated with a
measurement of R at small scattering angles, i.e. ε → 1,
where TPE effects become negligible. This calibration could
be performed with the Forward Tagger Calorimeter which
covers down to 2.5◦. The high counting rates make this a
simple and fast calibration.

2.4 Radiative corrections

For an extraction of the hard part of the two-photon exchange,
the measured raw ratio has to be corrected for radiative
effects, including other charge-odd contributions. These
include the soft two-photon exchange, but also the interfer-
ence terms from radiation off the lepton and proton. Current
radiative generators, for example ESEPP [28], or those from
the A1 [19] and OLYMPUS experiments [26] allow us to
include the radiative corrections as part of a full simulation,
instead of a post-hoc correction factor.

The absolute size of the correction depend strongly on the
cuts applied to select elastic reactions. Here, wider cuts lead
to smaller corrections, however, not necessarily to smaller
uncertainties, as the wider cuts accept kinematics further
away from the elastic case captured in the theoretical cal-
culations.

Figure 8 show an estimate of the radiative corrections (as
corrections to a a Born level calculation) for the four beam
energies and both species. Here, selection cuts are chosen to
accept missing energies (i.e., energies of the radiated pho-
ton) up to 20% of the outgoing lepton energy. Further, a
50 mrad-wide cut is applied on the lepton-angle vs. proton-
angle correlation. For positrons, the charge-odd corrections
reduce the size of the overall correction, however, the correc-
tion will have the same uncertainty as for the electron case,
in which the charge-odd corrections have the same sign as
the charge-even part.

123
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New observables provide independent constraints.
Additional TPE Form Factors: δG̃E , δG̃M , δF̃3

Cross section:

σR = G2M + ε
τ
G2E + 2GMRe

(
δG̃M + εν

M2
F̃3

)
+ 2 ε

τ
GERe

(
δG̃E + εν

M2
F̃3

)
+O(α4)

Polarization Transfer: Pt
Pl

=√
2ε

τ(1+ε)
GE
GM
·[1+Re

(
δG̃M
GM

)
+ 1
GE
Re
(
δG̃E + ν

M2
F̃3

)
− 2
GM
Re
(
δG̃M + εν

(1+ε)M2
F̃3

)
]+O(α4)

Beam-normal SSA:

Bn =
4mM

√
2ε(1− ε)(1+ τ)

Q2
(
G2M + ε

τ
G2E
) ×[

−τGM Im
(
F̃3 +

ν

M2(1+ τ)
F̃5

)
− GE Im

(
F̃4 +

ν

M2(1+ τ)
F̃5

)]
+O(α4)

Target-normal SSA:

An =

√
2ε(1+ ε)√

τ
(
G2M + ε

τ
G2E
)×[

−GM Im
(
δG̃E +

ν

M2
F̃3

)
+ GE Im

(
δG̃M +

2εν

M2(1+ ε)
F̃3

)]
+O(α4)
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With Super BigBite, even e+ polarization transfer

would be feasible.

A. J. R. Puckett et al., Eur.Phys.J.A 57, p. 188 (2021)
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e+ and e− measurements can prove if

ε-dependence comes from TPE.
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A transversely polarized proton target would

reveal the imaginary part of the TPE amplitude.

SBS (e ±)

Big Bite (e
±)

e± Beam

NH3 Target

to dump

Holding field

Chicane

Grauvogel, Kutz, Schmidt, Eur.Phys.J.A 57, p. 213 (2021)
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A measurement at JLab would cover new ground.
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A measurement at JLab would cover new ground.
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Uses for positrons beyond TPE, DVCS:

Searches for light dark matter

Charged lepton flavor violation

Measuring strangeness through

charm-tagging in

charge-current DIS

Thick Target Setup @JLab
I Missing energy experiment with a 11 GeV

positron beam

I e+ impinging on active thick target (ECAL); A0

produced via resonant process e+e� ! A0

I large missing energy as LDM production
signature: Emiss = Ebeam � EECAL

I HCAL to detect neutral particles escaping the
ECAL mimicking signal

Non-trivial beam structure necessary:
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L. Marsicano INFN - Genova

Light dark Matter Searches With Positrons
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Uses for positrons beyond TPE, DVCS:

Searches for light dark matter

Charged lepton flavor violation

Measuring strangeness through

charm-tagging in

charge-current DIS

315 Page 2 of 6 Eur. Phys. J. A (2021) 57 :315

Fig. 1 The one-loop CLFV process, µ → eγ , mediated via lepton
flavor violation in the neutrino sector

Fig. 2 Schematic of the CLFV DIS process e±N → µ±X

the high luminosity, L ∼ 1036−39 cm−2 s−1, will allow for
significant improvement on existing limits from HERA [6,
17].

The experiment should be equipped with detectors, which
could provide a trigger for muons (for example, muon cham-
bers or a tagger after the hadron-absorber), as well as a good
tracker and, if possible, a vertex detector, to minimize back-
ground from pion-decays. CLFV events have a similar topol-
ogy to DIS events where the scattered electron is replaced by
muon. The selection should be based on events which do
not have electrons in the final state, but instead have a clear
evidence of a muon track pointing to the vertex.

The proposed SoLID spectrometer (Solenoidal Large
Intensity Detector) [18] will meet the above requirements.
This high-luminosity and high-acceptance detector has been
proposed for the JLAB 12 GeV program, and will be able
to handle the expected high luminosity, L ∼ 1036–1039

cm−2s−1. In addition, SoLID can carry out measurements
not only using high intensity unpolarized or polarized lep-
ton beams, but also unpolarized or polarized nuclear targets,
which will be important for distinguishing between different
CLFV mechanisms [26].

The SoLID experiment will run in different detector
configurations [18], such as the J/ψ production, Parity-
Violating Deep Inelastic Scattering (PVDIS), or the dedi-
cated Double Deeply Virtual Compton Scattering (DDVCS)
configuration. For CLFV measurements J/ψ and DDVCS
setups will be preferable, since both or them will be equipped
with muon chambers. Figure 3 shows the J/ψ setup with
muon chambers. The CLFV experimental program could
run simuntatiously with the other approved experiments,

Fig. 3 The SoLID J/# configuration with muon detectors [29]. Other
sub-detectors are labeled

since it will not require any additional hardware equipment.
In the J/ψ configuration, the SoLID spectrometer will be
equipped with large-angle and a forward-angle muon detec-
tors. In addition, high resolution Gas Electron Multiplier
(GEM) chambers, Cherenkov detectors, and Calorimeters
will help muon momentum reconstruction and identification.
The expected muon detection efficiency in this setup is about
70% for a single muon [29].

The SoLID experiment will have an acceptance in the
polar angle, θ , in the range of 8◦ to 24◦ and 22◦ to 35◦ for the
SIDIS and PVDIS configurations, respectively, and full-2π

acceptance in the azimuthal angle φ. This is typical for fixed
target configurations where most of the cross section lies in
the forward region due to the overall kinematic boost of the
11 GeV electron incident of the stationary proton.

Muon backgrounds must be suppressed or under control in
order to extract bounds on the e+ → µ+ CLFV process. Due
to the compact size of the detector, the typical decay length
of pions is much bigger than the distance to the detector from
their production vertex. The survival probability of a pion at
a distance L away from its production vertex is given by [1]

P(L) = e−L/λπ
D , λπ

D = pπ

mπc
cτ, (2)

where λπ
D is pion decay length and τ = 26 ns is the mean-life

of the pion in its rest frame. For example, at SoLID, the pions
will be produced with typical momenta, pπ , in the range of 1
to 7 GeV [2]. This corresponds to a range in the decay length
of about 56 to 390 m. This range of decay lengths are to
be compared with the distance of 5 m corresponding to the
overall detector dimensions combined with its promiximity
to the pion production vertex. This results in a pion survival
probablity range between 91% and 99% at a distance of 5 m
from the pion production vertex. Thus, the muon background
from pion decays is highly suppressed at SoLID compared
to other fixed target experiments with large or non-compact
detectors.
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Uses for positrons beyond TPE, DVCS:

Searches for light dark matter

Charged lepton flavor violation

Measuring strangeness through

charm-tagging in

charge-current DIS
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TPEX proposal aims to use existing positron

infrastructure at DESY.
DESY

30 nA e+ up to 6.3 GeV

TPEX would require a new e+

extracted beam line

Proposal submitted to DESY,

but additional projects, needed

to justify costs

TPEX

20 cm lH2 target

200× OLYMPUS lumi.

10 calorimeter arrays

No magnet
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To recap:

Discrepancy in proton FFs is

uncomfortable.

Positron beam at JLab would
allow:

Thorough mapping of TPE

Lots of other physics too

TPEX at DESY makes use of

existing infrastructure.
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Fig. 7 Predicted effect size and estimated errors for the proposed
measurement program at CLAS12. We assume bins of constant
!Q2=0.25 GeV2. The prediction is based on [19]

nomenological extraction from [19]) are shown in Fig. 7. The
quality of the measured data will quantify hard two-photon-
exchange over the whole region of precisely measured and
to-be-measured cross section data, enabling a model-free
extraction of the form factors from those. It will test if TPE
can reconcile the form factor ratio data where the discrep-
ancy is most significantly seen, and test, for the first time,
GPD-based calculations.

2.3 Systematics of the comparison between electron and
positron measurements

The main benefit to measure both lepton species in the same
setup closely together in time is the cancellation of many
systematics which would affect the result if data of a new
positron scattering measurement is compared to existing
electron scattering data. For example, one can put tighter
limits on the change of detector efficiency and acceptance
changes between the two measurements if they are close in
time, or optimally, interleaved.
For the ratio, only relative effects between the species types
are relevant; the absolute luminosity, detector efficiency, etc.
cancel. Compared to classic small acceptance spectrometers,
even the requirements on the relative luminosity determina-
tion are somewhat relaxed, as all data points of one species
share the same luminosity, that is, even without any knowl-
edge of the relative normalization between species, the evo-
lution of TPE as a function of ε for constant beam momenta
could be extracted. To achieve then an absolute normalization
of the ratio, the relative luminosity must be controlled.

The primary means of normalization for low current
experiments in Hall B is the totally absorbing Faraday cup
(FC) in the Hall B beam line. The absolute accuracy of the FC
is better than 0.5% for currents of 5 nA or greater. The FC can

be used in e+/e− beams with up to 500 W, which should not
be a limitation for experiments in Hall B with CLAS12. The
relative accuracy for the ratio of electrons to positrons should
be at least as good as the absolute accuracy. The only known
difference between electrons and positrons is the interaction
of e+ and e− with the vacuum window at the entrance to the
FC, which is a source of Møller scattering for electrons and
a source of Bhabha scattering for positrons. The FC design
contains a strong permanent magnet inside the vacuum vol-
ume and just after the window. This magnet is meant to trap
(most of) the low-energy Møller electrons to avoid over-
counting the electric charge. It will also trap (most of) the
Bhabha scattered electrons from the positron beam to avoid
under-counting (for positrons) the electric charge. However,
there may be a remaining, likely small charge asymmetry
for Møller and Bhabha scattered electrons in the response
of the FC to the different charged beams. This effect will be
studied in detail with a GEANT4 simulation. In any case,
they relative efficiency of the FC can be calibrated with a
measurement of R at small scattering angles, i.e. ε → 1,
where TPE effects become negligible. This calibration could
be performed with the Forward Tagger Calorimeter which
covers down to 2.5◦. The high counting rates make this a
simple and fast calibration.

2.4 Radiative corrections

For an extraction of the hard part of the two-photon exchange,
the measured raw ratio has to be corrected for radiative
effects, including other charge-odd contributions. These
include the soft two-photon exchange, but also the interfer-
ence terms from radiation off the lepton and proton. Current
radiative generators, for example ESEPP [28], or those from
the A1 [19] and OLYMPUS experiments [26] allow us to
include the radiative corrections as part of a full simulation,
instead of a post-hoc correction factor.

The absolute size of the correction depend strongly on the
cuts applied to select elastic reactions. Here, wider cuts lead
to smaller corrections, however, not necessarily to smaller
uncertainties, as the wider cuts accept kinematics further
away from the elastic case captured in the theoretical cal-
culations.

Figure 8 show an estimate of the radiative corrections (as
corrections to a a Born level calculation) for the four beam
energies and both species. Here, selection cuts are chosen to
accept missing energies (i.e., energies of the radiated pho-
ton) up to 20% of the outgoing lepton energy. Further, a
50 mrad-wide cut is applied on the lepton-angle vs. proton-
angle correlation. For positrons, the charge-odd corrections
reduce the size of the overall correction, however, the correc-
tion will have the same uncertainty as for the electron case,
in which the charge-odd corrections have the same sign as
the charge-even part.
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To recap:

Discrepancy in proton FFs is

uncomfortable.

Positron beam at JLab would
allow:

Thorough mapping of TPE

Lots of other physics too

TPEX at DESY makes use of

existing infrastructure.
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Conclusions:

The proton form factor discrepancy is uncomfortable, both for

high-Q2 form factors and for the upcoming campaign to map 3D

nucleon structure.

The most interesting and useful TPE measurements are 3 ≤ Q2 ≤ 5

GeV2, to build a bridge between hadronic and partonic theory

models.

Positrons are becoming an important part of the JLab 12 GeV

physics program, for TPE, nucleon structure, and a rich medley of

other questions.

Check out the Positron Working Group’s white paper:

https://epja.epj.org/component/toc/?task=topic&id=1430
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Initiative:

We recommend the allocation of necessary resources to implement high

duty-cycle polarized positron beams at CEBAF.

Using the 12 GeV CEBAF and capitalizing on positron source

innovations at Jefferson Lab, high duty cycle polarized electron and

positron beams, together with the outstanding capabilities of Jefferson

Lab detectors, will enable a unique science program at the luminosity and

precision frontier. It will comprise the mapping of two-photon exchange

effects as well as essential measurements of the 3D structure of hadrons.

It will also offer new opportunities to investigate electroweak physics and

physics beyond the standard model.
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Back Up
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Two-photon exchange concepts at Jefferson Lab

e+p/e−p at CLAS12

J. C. Bernauer et al.

Campaign to map out TPE

once and for all

e+p/e−p at SBS

E. Cline et al.

Quick, targeted measurement

at low-ε

e+p super-Rosenbluth, Hall C

J. Arrington, M. Yurov

Demonstrate opposite bias in

GE/GM

e+A/e−A in Hall C

T. Kutz et al.

First measurement of TPE

on nuclei

e+ polarization transfer at SBS

A. J. R. Puckett et al.

Show ε-dependence comes

from TPE

Target-normal single spin
asymmetry at SBS

G. N. Grauvogel et al.

Imaginary part of TPE

amplitude
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GEp-2γ showed surprising ε-dependence of Pl .29

tically scattered protons, including the momentum de-
pendence of the analyzing power, “bin centering” e↵ects,
and the quality of the reconstruction of the proton kine-
matics and the calculation of the spin transport matrix
elements.

The acceptance-matching and � cuts applied in the
original analysis [48] reduced the total number of events
by a factor of approximately 2.5(3.4) at ✏ = 0.638(0.790)
relative to the full-acceptance dataset. Subsequent anal-
ysis has shown that the momentum dependence of the an-
alyzing power is adequately accounted for by the global
p�1

p scaling of Eq. (34), and that the HMS optics and
spin transport are well-calibrated within the wider phase
space regions populated by the two higher-✏ settings (see
Fig. 13 and additional discussion in Ref. [52]). As a
result, the statistical uncertainties in R and P`/PBorn

`
are significantly reduced relative to Ref. [48], without in-
creasing the systematic uncertainty. Other changes in the
final analysis common to both experiments are mainly re-
lated to event reconstruction and elastic event selection.
Details of the improvements in event reconstruction and
elastic event selection, and the final evaluation of system-
atic uncertainties can be found in Ref. [52].

Fig. 19 shows the final results for the ✏-dependence of
R and P`/PBorn

` . The data collected at Ee = 3.548 GeV
(h✏i = 0.779) and Ee = 3.680 GeV (h✏i = 0.796) were also
analyzed separately and found to be consistent. The sta-
tistical compatibility of the separately analyzed results,
the similarity of the average kinematics of the two set-
tings, and the near-total overlap of their Q2 and ✏ ranges
justifies combining these two measurements into the sin-
gle result reported in Tab. XI and shown in Fig. 19. For
both observables, the final results are consistent with the
originally published results, but with significantly smaller
statistical uncertainties at the two highest ✏ values. No-
tably, the enhancement of P`/PBorn

` at h✏i = 0.790 rel-
ative to h✏i = 0.153 persists in the full-acceptance anal-
ysis and is consistent with the ⇠ 2% enhancement seen
in the original publication. The deviation from unity of
the final result is 6.2 times the statistical uncertainty, 2.7
times the point-to-point systematic uncertainty, and 2.2
times the “total” uncertainty defined as the quadrature
sum of the statistical and total systematic uncertainties.
The ⇠ 0.6% enhancement at ✏ = 0.638 is roughly a 2�
e↵ect statistically, but also consistent with no enhance-
ment within the point-to-point systematic uncertainty.
The total and point-to-point systematic uncertainties in
P`/PBorn

` are dominated by the point-to-point uncer-
tainty �Pe/Pe = ±0.5% in the beam polarization. It
is worth noting that the global ±1% uncertainty of the
Møller measurement of the beam polarization is irrele-
vant to the determination of the relative ✏ dependence of
P`/PBorn

` , because a global overestimation (underesti-
mation) of the beam polarization is exactly compensated
by an equal and opposite underestimation (overestima-
tion) of the analyzing power at h✏i = 0.153.
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FIG. 19. (color online) Final, acceptance-averaged results
of the GEp-2� experiment, without bin-centering corrections,

as a function of ✏, for the ratio R ⌘ �µp
Pt
P`

q
⌧(1+✏)

2✏
(top

panel), and the ratio P`/P Born
` (bottom panel), compared

to the originally published results [48] (Meziane11), and the
GEp-I result [29] (Punjabi05) at Q2 = 2.47 GeV2. Error
bars on the data points are statistical only. For R, the (one-
sided) total and point-to-point (relative to ✏ = 0.79) system-
atic uncertainty bands are shown, while only the point-to-
point (relative to h✏i = 0.153) systematic errors are shown for
P`/P Born

` (also one-sided). The originally published points
from Ref. [48] have been o↵set by -0.03 in ✏ for clarity. Note
that P`/P Born

` ⌘ 1 at h✏i = 0.153.

B. “Bin centering” e↵ects in R at Q2 = 2.5 GeV2

In contrast with the original publication [48], the
acceptance-averaged results of the full-acceptance anal-
ysis of the GEp-2� data are quoted at significantly dif-
ferent average Q2 values (see Tab. XI), such that the
expected variation of R with Q2 can noticeably a↵ect
its apparent ✏-dependence, even in the absence of sig-
nificant two-photon-exchange e↵ects in this observable.
The expected variation of R with Q2 within the accep-
tance of each point is much larger than its expected ✏ de-
pendence, which is zero in the Born approximation and
small in most model calculations of the hard TPEX cor-

30

TABLE XII. Summary of bin-centering corrections to R at
Q2 = 2.5 GeV2.

⌦
Q2

↵
and h✏i are the acceptance-averaged

kinematics. ✏c is the central ✏ value computed from the cen-
tral Q2 value and the average beam energy. Rbcc is the bin-
centering-corrected value of R with statistical uncertainty.
Rbcc � Ravg is the bin-centering correction relative to the re-
sults for the average kinematics reported in Tab. XI.
⌦
Q2

↵
(GeV2) h✏i ✏c Rbcc ± �statRbcc Rbcc � Ravg

2.491 0.153 0.149 0.6940 ± 0.0091 -0.0013
2.477 0.638 0.632 0.6776 ± 0.0070 -0.0033
2.449 0.790 0.783 0.6837 ± 0.0059 -0.0078

TABLE XIII. Linear and constant fit results for the ✏ de-
pendence of R, with and without bin-centering corrections.
Quoted uncertainties in fit results are statistical only.

No b.c.c. b.c.c.
Slope dR/d✏ �0.0076 ± 0.0169 �0.0173 ± 0.0169
Linear fit �2/ndf 1.78/1 1.02/1
Linear fit “p”-value 0.18 0.31
Linear fit R(✏ = 0) 0.693 ± 0.011 0.694 ± 0.011
Constant fit R 0.6887 ± 0.0040 0.6837 ± 0.0040
Constant fit �2/ndf 1.98/2 2.07/2
Constant fit “p”-value 0.37 0.36

rections widely thought to be responsible for the cross
section-polarization transfer discrepancy. For example,
R(Q2) from the global fit described in appendix A varies
by approximately seven times the statistical uncertainty
of the acceptance-averaged result for R within the Q2

acceptance of the measurement at ✏ = 0.79 (see Fig. 13).
In order to correct the results for R to a common cen-

tral Q2 of 2.5 GeV2, a bin-centering correction to R is
computed for each kinematic under the assumption that
R depends only on Q2, or, equivalently, under the weaker
assumption that the global Q2 dependence of R factor-
izes from any potential ✏ dependence of R, at least within
the acceptance of each kinematic. The corrected value of
R is obtained by multiplying the acceptance-averaged re-
sult, which corresponds to the average Q2 and ✏, by the
ratio R(2.5 GeV2)/R(

⌦
Q2

↵
), where R(Q2) is evaluated

using the results of the global proton form factor fit11

described in appendix A. The corrected results are then
plotted at the value of ✏ corresponding to the central Q2,
as opposed to the acceptance-averaged value of ✏. The
bin-centering correction to R is always negative, because
the slope of R(Q2) is negative and the average Q2 is less
then the “central” Q2 for all three settings (due to the
Q2 dependence of the acceptance-convoluted cross sec-
tion). Tab. XII shows the results for R corrected to the
“central” kinematics at Q2 = 2.5 GeV2. The magni-

11 The corrections shown in Tab. XII are computed using the results
of “Global Fit II” of appendix A. The corrections obtained using
“Global Fit I” are indistinguishable.
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FIG. 20. (color online) Bin-centering-corrected results for
the ✏ dependence of the ratio R at the common central Q2

of 2.5 GeV2 (red filled squares), with statistical uncertainties
only. The red solid line is the linear fit to the corrected data
reported in Tab. XIII. The red shaded region indicates the
point-wise, 1� uncertainty band of the linear fit (68% confi-
dence level). The blue dashed horizontal line is the weighted
average of the three measurements assuming no ✏ dependence
of R. The blue hatched region indicates the 68% confidence
interval (1�) for the weighted average. The results of the con-
stant fit are also quoted in Tab. XIII. The GEp-I result [29]
(empty triangle) corrected to 2.5 GeV2 is shown for compar-
ison.

tude of the correction is small but noticeable compared
to the uncertainties for the two higher ✏ points, while
being essentially negligible for ✏ = 0.153. The di↵er-
ences between the average and central ✏ values are small.
Tab. XIII shows the results of linear and constant fits to
the ✏ dependence of R for both the average and central
kinematics. While the corrected and uncorrected data
both favor a slightly negative slope for R as a function
of ✏, the slope is also compatible with zero in both cases.
Indeed, the constant fits actually give higher “p-values”
than the linear fits, although the comparison of these val-
ues is not particularly meaningful given the small num-
ber of degrees of freedom and the dramatically di↵erent
shape of the theoretical �2 distributions for ⌫ = 1 and
⌫ = 2.

Fig. 20 shows the final, bin-centering-corrected values
of R as a function of ✏ at 2.5 GeV2. The linear fit quoted
in Tab. XIII is also shown in Fig. 20 with its 68% con-
fidence band. The full-acceptance data, which are sig-
nificantly more precise at the two highest ✏ values than
the originally published data [48], slightly favor a small,
negative slope dR/d✏ = �0.017 ± 0.017 (see Tab. XIII),

A. J. R. Puckett et al., Phys. Rev. C 96, 055203 (2017)
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GMp results show that the FF discrepancy

persists at high Q2.
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FIG. 1. (Top) Kinematics of elastic e-p data, Refs. [9–11, 23, 39, 43]
and this work, used in the global fit and Rosenbluth separations;
boxes (1-7) indicate the groupings of points for the Rosenbluth sepa-
rations. (Bottom) Effective proton magnetic form factor, normalized
by the standard dipole µpGD , obtained from the cross section mea-
surements. The curve shows the result of our global fit, with the gray
shaded area indicating the 68% confidence interval.

data. This is qualitatively consistent with some high-Q2 cal-
culations [33, 41] that predict large deviations from linear e
dependence which, however, are most significant below the
e range of the current data. Note that without the updated
radiative corrections applied in this analysis, the discrepancy
would have required TPE with a ⇠6.5% linear e dependence,
consistent with previous estimates [22, 72] based on analyses
of data at lower Q2 values using the older RC procedures.

In summary, the e-p elastic scattering cross section was
measured for beam energies in the range of 2.2 - 11 GeV and
Q2 up to 15.75 (GeV/c)2. These new, high-precision cross
sections provide an important baseline for the future proton
and neutron structure investigations in the Jefferson Lab 12
GeV program. Our data were combined with existing cross
section measurements [9–11, 39, 43] to perform Rosenbluth
separations in a new Q2 regime. The observed difference be-
tween the measured Rosenbluth slope and the OPE expecta-
tion, based on GE /GM from polarization data, would be re-
solved with a ⇠4% contribution to the cross section from hard
TPE up to Q2 = 8 GeV2, with no indication of significant Q2

dependence at large Q2 values.
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FIG. 2. Direct Rosenbluth separation results for
p

RS ( = µpGE /GM

in OPE). The black solid (red dashed) curve shows the results of our
fit to the cross section data with (without) the new GMp12 data. The
blue dot-dashed curve shows µpGE /GM from a fit to the polarization
data [53]. The shaded bands show the 68% confidence intervals of
the respective fits. We plot �

p
|RS| for the highest Q2 point (an

open circle), where RS < 0.

TABLE III. Rosenbluth separation results for the data groupings
shown in the top panel of Fig. 1, after centering to the average Q2

c .
The quoted values of sL and sT as defined in Eq. 2, and GM /(µpGD)
and µpGE /GM are obtained assuming validity of the OPE approxima-
tion. For the largest Q2, where sL < 0, we quote �

p
|RS|.

Q2
c sT ⇥105 sL ⇥105 GM /(µp GD ) µpGE /GM

(GeV/c)2 (OPE) (OPE)
5.994 167±4 7.1±4.6 1.000±0.011 0.75 ± 0.25
7.020 104±3 9.3±5.3 0.967±0.015 1.18 ± 0.35
7.943 71.0±2.7 4.1±3.9 0.943±0.018 1.0 ± 0.5
8.994 49.8±1.7 0.7±3.0 0.934±0.016 0.5 ± 1.2
9.840 36.9±2.4 1.9±3.5 0.909±0.029 1.1 ± 1.0
12.249 18.0±0.8 1.2±1.8 0.858±0.019 1.3 ± 1.1
15.721 8.6±0.5 �0.2±1.2 0.840±0.025 (-0.9 ± 2.8)
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Fig. 6 Predicted effect size from the Bernauer phenomenological TPE
parameterization and estimated statistical errors in the region of interest
in Hall A

and calculating the number of events measured in 1, 2, or 3
days of running.

The proposed experiment will yield a high-impact mea-
surement with two weeks of allocated beam time. Even in the
case the final positron beam current is lower than assumed
here, the experiment remains feasible.

4 Systematic uncertainties

At the most forward SBS angles the difference in momen-
tum between the elastic lepton-proton peak and the inelastic
threshold for single pion production are separated by < .5%.
This difference is not cleanly resolvable in the SBS. In order
to suppress this background, we will measure the coincident
scattered lepton in the ECal. A coincidence measurement of
this nature will allow for the selection of true elastic lepton-
proton scattering events.

The main benefit to measure both lepton species in the
same setup closely together in time is the cancellation of
many systematics which would affect the result if data of a
new positron scattering measurement is compared to existing

electron scattering data. For example, one can put tighter
limits on the change of detector efficiency and acceptance
between the two measurements if they are close together in
time, or optimally, interleaved.

To make use of these cancellations, it is paramount that
the species switch-over can happen in a reasonably short time
frame (< 1 day) to keep the accelerator and detector setup
stable. For the higher beam energies, where the measure-
ment time is longer, it would be ideal if the species could be
switched several times during the data taking period.

For the ratio, only relative effects between the species
types are relevant; the absolute luminosity, detector effi-
ciency, etc. cancel. Of special concern here is the luminos-
ity. While an absolute luminosity is not needed, a precise
determination of the species-relative luminosity is crucial.
Fortunately, the luminosity can easily be monitored to sub-
percent accuracy based on beam current measurements and
monitoring the target density. The standard Hall A cryotarget
is designed to withstand a 100 µA beam with no more than
1% reduction in density, vastly more strenuous conditions
than in this proposal. The beam current monitors in Hall A
are conservatively estimated to have 1% accuracy. This sys-
tem would likely need to be upgraded to cope with beam
currents below 1 µA.

To keep the beam properties as similar as possible, the
electron beam should not be generated by the usual high
quality source, but employ the same process as the positrons.
This will help minimize any differences in effects such as
beam power on the target, beam dispersion, etc.

An additional source of systematic uncertainty is positron
annihilation in flight, however estimates put this at a level
well below relevance. Further, there will be some positron
background in the SBS, but none from electrons. This will
be a small difference in background between the two beam
polarities. SBS should have sufficient discriminating power
in the hadron calorimeter to differentiate these particles.

Finally, it will be necessary to perform a target background
subtraction via an empty target measurement. It is difficult to
estimate the statistics that will need to be collected without
knowing the detailed properties of the electron/positron beam
that will be built at Jefferson Lab, but we conservatively esti-
mate 2 days of data taking total. This time would be divided
between both beam energies and all detector configurations
as necessary.

5 Conclusion

Despite recent measurements of the e+ p/e− p cross section
ratio, the proton’s form factor discrepancy has not been con-
clusively resolved, and new measurements at higher momen-
tum transfer are needed. With a positron source at CEBAF,
the enormous capabilities of the Hall A spectrometers can be
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A super-Rosenbluth measurement with e+

would clearly show the bias caused by TPE.
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Fig. 3 Reduced cross section from E01-001 [12] (magenta points)
along with linear fit. The solid black line is a constant at the ε = 1
value of the cross section fit, while the dotted black line combined the
ε = 1 value from the fit and the slope based on polarization trans-
fer measurements of µpGE/GM . Neglecting TPE, the full difference
solid black line and the magenta line at ε = 0 yields G2

E . Allowing
for linear TPE corrections and assuming that the PT data is unaffected
by TPE, the difference between the solid black line and the dashed

black line represents G2
E , while the difference between the solid black

line and the magenta fit to the cross section represents the TPE con-
tribution to the cross section, "σ2γ . The red dashed line represents
the expected positron reduced cross section based on the linear TPE
assumption described above, changing the sign of the "σ2γ correction.
The positron Super-Rosenbluth measurement should yield uncertainties
as good or better than those of the E01-001 experiment. Figure adapted
from Ref. [44]

the same detectors, as the resolution of the measured proton’s
angle and momentum is important in isolating elastic scat-
tering and avoiding inelastic backgrounds [12]. Thus, the
approach taken here is to optimize a set of positron SR mea-
surements, and then to make the same measurements using
electron beams. The positron current will be limited by the
source, while the electron beams can be run at larger currents,
such that the time is dominated by positron measurements.
For the following projections, we assume a 2 µA positron
beam current and use the existing SR measurements to make
projections for statistical and systematic uncertainties.

The initial SR measurements [12] were performed in Hall
A at Jefferson Lab [46], with an average beam current of
60 µA impinging on a 4 cm liquid hydrogen target, with
an allocation of 10 days of beamtime. Precise extractions
of µGE/GM were made at Q2 =2.64, 3.2, and 4.1 GeV2,
with significantly smaller corrections and uncertainties than
any other Rosenbluth separations in this kinematic region.
Accounting for the reduction to 2 µA beam current for
positrons and replacing the 4 cm target with a 10 cm target
gives a measurement with a factor of 12 reduction in luminos-
ity compared to the previous experiment. Because only one
of the High Resolution Spectrometers (HRSs) was used for
these measurements in the original experiment, we will make
up a factor of two by using both spectrometers. We can save
another factor of two by reducing the statistics since, even
for the highest Q2 setting, the statistical uncertainties were
below the systematic uncertainties of the measurement, usu-
ally by a significant factor. In this scenario, we increase the
run time by a factor of three, yielding a 30 day measurement

that would provide nearly identical final uncertainties on the
extracted value of µGE/GM and slightly reduced sensitivity
to deviations from linearity in the reduced cross section due
to the slightly larger statistical uncertainties.

The Hall A measurement ran with five beam energies cor-
responding to two different linac energy settings. The follow-
up measurement E05-017 [43] ran in Hall C with 17 beam
energies [47], allowing for a larger ε range and more ε points
at each Q2, with two dedicated linearity scans with 10 or
more ε points. The experiment used similar energies and tar-
get as the Hall A experiment and covered Q2 values from
0.4 to 5.8 GeV2 with 30 days of beamtime. A full version
of this measurement using positrons is not feasible: as with
the original measurement only the High-Momentum Spec-
trometer (HMS) can cover the necessary kinematic range,
and the high-Q2 points are statistics limited, meaning a sig-
nificant reduction in statistics would significantly reduce the
sensitivity. As such, one would have to make up the full fac-
tor of 12 in luminosity through increased run time. Thus,
we base our projections on the Hall A electron measure-
ments presented above. Note that while the plan presented
here assumes data taking in Hall A with the two HRS spec-
trometers, the experiment could also be performed in Hall C
with the HMS spectrometer with essentially the same figure
of merit; Experiment E01-001 used the central 1.6 msr of the
HRS, while E05-017 used 3.2 msr in the HMS.

Corresponding electron measurements could be taken
with a factor of 10 or more increase in beam current, meaning
that the electron measurements could be performed with min-
imal beam time for running, plus overhead for the required
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A super-Rosenbluth measurement with e+

would clearly show the bias caused by TPE.
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Fig. 4 Potential kinematics for the proposed measurement. The curves
indicate the elastic kinematics for beam energies corresponding to an
energy per pass of 2.2 GeV (solid line), 0.78 GeV (short-dash), and 0.6
GeV. Horizontal lines represent Q2 values that provide a good lever arm
in ε. Measurements up to Q2 = 4.5 GeV2 are straightforward under the
assumptions given in the text, and higher beam currents or a longer target
would allow a precision measurements at Q2 ≈ 5.7 GeV2. The red line
indicates the highest beam energy used in previous measurements [43,
47], and the red shaded region indicates the increased ε coverage with
higher energies. Above Q2 ≈ 3 GeV2, the higher beam energies will
provide a significant increase in the ε coverage and a corresponding
reduction in the uncertainty on µpGE/GM

beam energy changes. While one could compare the positron
SR separations to polarization measurements directly, as was
done with the electron SR (illustrated in Fig. 3), comparing
electron and positron SR measurements doubles the size of
the TPE effects observed in extracting the Rosenbluth slope
or the deviations from linearity since the TPE contributions
have the opposite sign for positrons and electrons. It also
makes the comparison independent of TPE contributions to

the polarization observables, although these are believed to
be very small [19,48,49].

Note that the uncertainties in Rp should match those
from experiment E01-001 [12] assuming measurements at
identical kinematics. However, there is an additional gain
that comes from the increased reach in ε possible with an
11 GeV beam (compared to the 4.7 GeV (5.15 GeV) maxi-
mum beam energy from the Hall A (Hall C) measurement).
This increases the lever arm in ε by a factor of 1.5 for
Q2 = 4.1 GeV2, reducing the extracted uncertainty in Rp by
an identical factor, making the positron measurement at least
as precise as the completed electron measurement, or allow-
ing for comparable precision at higher Q2 values. Therefore,
at the cost of additional overhead for beam energy changes,
the Q2 range could be increased somewhat while yielding
precision identical to the previous measurement, and addi-
tional measurements could be added for several Q2 values
below 3 GeV2, where the run times are minimal.

Figure 4 shows an example of the kinematic coverage
that would be possible using three different values of the
beam energy per pass. Note that these linac settings also
allow for a measurement at 5.7 GeV2 (not assumed in the
scenario presented above), given additional time or running
with higher luminosity. It would also allow for significantly
improved checks on linearity, with more points and a wider
range in ε for Q2 values up to 2–3 GeV2. Changing from 3 Q2

points from 2.64–4.1 GeV2 to a total of 8 Q2 values from 0.5
to 4.5 GeV2, with additional ε points for measurements below
Q2 = 2.5 GeV2, would only increase the measurements
by 3–5 days. Figure 5 shows projections for the proposed
measurements on positrons (and electrons), compared to a

Fig. 5 The left figure showsµpGE/GM from the Bosted fit to electron
scattering data (top magenta curve), a parameterization of the polar-
ization transfer results (black curve), and a prediction for the results
of positron LT separations, assuming that TPE yields the difference.
Note that for Q2 > 2.7 GeV2, the slope in the Rosenbluth separation
for positrons becomes negative, yielding (GE/GM )2 < 0 in the one-

photon exchange approximation (as discussed at the end of Sect. 3).
The right figure shows the same curves, but for (µpGE/GM )2. The
blue and black points represent uncertainties on existing SR and polar-
ization measurements, respectively (placed on the parameterizations),
and the red and magenta point indicate the projected uncertainties for
the proposed measurements

123

J. R. Arrington, M. Yurov, Eur.Phys.J.A 57, p. 290 (2021)

47

https://doi.org/10.1140/epja/s10050-021-00633-2

