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Who am I? Why am | here?
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- worked a few years at Argonne Leadership

Computing Facility on scaling ML for Science
- currently working on ML for LQCD ESP project for
simulation at Aurora (~ 2 exaflops)

- part of MIT lattice QCD group

e working with Phiala Shanahan and William
Detmold 2022-2025 IAIFI Fellows
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We are excited for Denis, Carolina, and Jessie to join us as our second round of IAIFI Fellows to help spark vital

. Yin Lin is a representative Of the group interdisciplinary research at the intersection of Physics and Al!
- currently IAIFI postdoc fellow! Denis Boyda

; . Research Interests: Denis Boyda has been working on the application of the
C[USt arrlved) Machine Learning method to simulations of physical systems and bringing
physical ideas to Machine Learning. His research is devoted to developing
algorithms enabling simulations of nuclear and particle physics which are
currently computationally intractable. Denis Boyda is interested in the Monte
Carlo techniques and generation modeling. He develops equivariant models
which respect the symmetry of a target problem and runs simulations at

leading supercomputer machines.




Needs for new services at supercomputer services - 1

Strategy for ML for LQCD software development

Measurements
observable regression

* Ovsarvables calculation takers simiar of Wrger than Generation resouces

* Use ML regression 10 compute them faster
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Pugher statibes

Normalizing flows: better mixing
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Compute QCD phase diagram in (T, mu)
with normalizing flows

Direct MCMC simulations of GCD at RONZero chammical D= = fow-sewed Cursty of ke
‘potential & not ractable due to Sign Prodlem 5001~ ol + 41} ol » o1) 100
‘Several approaches use MCNC simulations at zero
andir imaginary chemical poential

‘Simulations at several values of imagnary chemical
potential required in order 1o do exirapoiston 1o real
tegion

At iraining Nommaizing flow model gives access to
Al valles of imaginaey chemical poteosal

Can we get ixger chemucal potersal?

Configuration generation
with normalizing flows

Normalizing flows: better uncertainty
qualification at finite statistics
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Increase signal to noise ratio via contour

deformation

Thermodynamical properties of QGP and
EoS with normalizing flows
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The fundamental deicuty is that MCMC
5 ot abie 1 drectly estimalo the
parstion function of the latice fiekd
meory

Normalizing flows have direct access o
p on

Slides credit: Denis Boyda, Machine Learning techniques in lattice QCD, 2022 RHIC/AGS Annual Users' Meeting, June 7, 2022
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but changes uncertainbes

transtomation I = £ (1) is opsrized such that
»ar(Q) <« wur (0)

Can we apply it for

computations

ful QCO?

Reconstructing QCD Spectral Functions
with Gaussian Processes
Spectral functions are extracted from lattice OCO

cormelator using inverse inlegral transformation which
1 ih-defined probiem

oo

Reconstruction using Gaussian Process Regression

‘what is most probably value and uncertainty of p(w)
Given some obsenvatons () wih uncertainties

i we
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Needs for new services at supercomputer services - 2

Scaling the number of ML experiments / MLOPs

Number of ML experiments in our data bases. Development of flow-base models for

Number of ML
experiments

At what scale do you run or plan to run ML applications and associated
experiments

Recent review of users of
Argonne Leadership
Computer Facility
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Scaling the number of ML experiments / MLOPs - 2

* Artifacts (models, datasets) control and versioning
* Code control and versioning

* Environment configuration

* Fail trace

* Live information (stdout, stderr, results) ;s : Weights & Biases

= READMEmd

= README.rst

Omniboard

and an efficient way of analyzing experiments though Sacred
* Dashboard
* APl to database

0 MongoDB

.’V\’ neptune.ai
& Aim

10 Argonne Leadership Computing Facility Argggggm.‘a




Experiment Organization Overview

Experiment code run /
compute node / HPC
ML/Pytihon/C ++)

[og ng to db
usual y not heaw/
and/or asynchronous ol and dashboard services

Data Base
| service /
(ho)salLdb




Sketch of Cluster Organization

high bandwidth interconnect
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Sketch of Cluster Organization

high bandwidth interconnect
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Main difference between compute nodes and application server is
- users use compute nodes with fixed resources for a fixed time
- at application server services takes small resources but all the time

)
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Application server scheme

In centralized fashion services/applications
control users - aka “users under application”

In user fashion users control applications
stack - aka “applications under users”

Idea for prototype: run a docker on
dedicated nodes and allow groups/users to
run certain number of containers

How can we set up application server at submit?
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