Community Engagement: MKI

Josh Borrow (MKI)
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MKI Identified as Under-Served

* MKI was identified as being
under-served by subMIT, with
all team members being outside
of the group.

o Myself and Matt were brought
on to assist in integrating the
MKI community with subMIT,
and helping tailor subMIT to
their workflow.




Towards a comprehensive computing service

* Previous subMIT efforts
have focused on:

Hardware
User support

Creation of a users
guide

A series of users group
meetings
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Tutorials:

e Tutorial 1: Native System (python, Julia, matlab)
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e Tutorial 4: Package Manager (Conda and Jupyterhub)
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The missing pieces until now

* A few things were missing from a comprehensive computing service:
* One to one support
* Understanding of user-base and requirements (see Matt's talk also)
o User onboarding
o Community building

o User training



One-to-one user support

* Some users may need more than NCAO | mageDS9
one-off e-mails. i

* To assist with onboarding and to
direct users to the most appropriate
resources, within MKI | have been
providing longer-term one-to-one
support for researchers.

* Example: Javier Viana & Mariona
Agusti in MKI setting up their GPU
accelerated ML pipeline. Tensor




Surveying MKI
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* Survey was sent out on Monday 3rd April

2023. Results were closed on the 28th April "V'K' c°m'3“t'd"§ ?”Ies':m“':‘a"e

. . This questionnaire is designed Lo lind oul how you currently use computing
2023. We received 22 responses, with S e e a———
gOOd spread throughOUt the hiera rChy I¥ you have any cuestions, please reach out to Josh Borrow (barrowj@mit.edu).

(4 o
Wlt h I n M KI . This survey should take you 5-10 minutes to complete.

e 5 Graduate Students

What is your name?

e 4 Postdocs

Your answer

e 11 Research Scientist/Other Senior Staff

What is your e-mail?

o 2 Fa C u |ty Your answer

* There was a wide range of research areas What s your current position/role at MKI feg PhD student
that responded, from instrumentation
development to galaxy formation theory. i



Key survey results

° Up to 90% of respondents work is What was your familiarity with subMIT before taking this survey?
appropriate for deployment on 22 responses
subMIT. Despite this, only 27% of

respondents have actually used
subMIT.

o Users request more training (e.g. how
to use Visual Studio Code with subMIT)
and education on the system, and
changes to the users guide.

. o @ | am already aware of subMIT & use it.
* From an ongoing resource acquisition ® | am already aware of subMIT & do not
standpoint, it appears many users are use it.

CPU and Storage limited. | was not aware of subMIT



Major barriers to subMIT are mainly ‘/human’, not hardware!

How many cores do you use to perform your current work?

22 responses

@ 1-16 cores (e.g. laptop, desktop)

@ 16-128 cores (e.g. a workstation,

subMIT)
36.4% 128-1024 cores
@ 1024+ cores




Major barriers to subMIT are mainly ‘/human’, not hardware!

Which of the following would make subMIT better suit your own needs?
13 responses

Increased documentation on
topics (specify below)

Additional tutorials or examples
about certain topics (specify be...

Hands-on or |lecture-style
education on certain topics (sp...

Need for more computing

6 (46.2%)

. 6 (46.2%)

—2 (15.4%)

—1 (7.7%)
resources
don t'know - ha\-/en't yfat tried to —1 (7.7%)
migrate cpu-intensive tasks.
Wider advertisement of resource —1 (7.7%)

availability

0 1 2 3 £ o 6



User onboarding

* SUbMIT provided a user support
and onboarding IAP course for
MKI and the wider physics

community in early February From Laptops to High
(around 2 hours). Performance Computing: Low-
Hanging Fruit in Parallelization
* This was very well attended Matt Heine
(40-50 participants in a hybrid heine@mit.ed
mode) and well received within 37-410: Wadnesdays (a8 day), Thursdays {afterncon)

submit.mit.edu

the department.

* Led to a number of follow ups
within MKI for additional
onboarding assistance.



Community building

* MKI is leading a department-
wide computing meeting on
the use of Large Language
Models.

e Looking forward to
developing future user-
focused computing meetings
through subMIT.
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The impact of chatGPT and other large language models on physics research

and education

4 Friday Jul 21, 2023, 855 AM — 5:C0 PM America/New_York
Q@ 32-123 (MIT)

s Kevin Burdge (MIT), Joshua Borrow (Massachusstts Instiwute of Technology) , Mark Vogelsberger (MIT)

Description Join us for a one-day meeting within the MIT Physics Department to explore the growing significance of Language Mocels (LLMs). This ever
feature a series of contributed tzlks from esteemed members of the department, along with informative overview presentations. We will delv
the practical applications of LLMs in various domains, including Teaching & Administration, Research & Writing, Programming & Data Analys
the underlying technology of LLMs. This gathering offers an excellent opportunity to learn, share insights, and foster collaboration within the
community. The event is free, and registration is open to all members of the MIT community. The event will be hybrid, and can be attended af

zcom ink: https:/mit.zoom.us/j/97189575793

Written by ChatGPT-3.5 (Prompt. | am organising a meeting within the MIT physics department about LLMs. The meeting will allow for contr
talks from various members of the department, and some overview talks from others. It will be a one day event. We wil! discuss how LLMs a
relevant to Teaching & Administration, Research & Writing, Programming & Data Analysis, as well as the technology of LLMs themselves. Pl

write me a paragraph or twc for the description of the event, mentioning It is free and registration Is open 1o the entire MIT community. Pleas

flowery language.)

¢’ Zoomlink

Registration & Participants # Register

Participants Abdulkacir Canatar n Alexander Laiman  Alexander Ruda:  Analia Barrantes  Anders Lossius u Ancré Fonseca
Kevin Burdge [ kburdge@mited,
m - 11:40 AM The computer sclence underlying large language models

This session will focus on a discussion of the computer science underlying large language models

Loading [MathJax)/extensicns/MathMenu js - [EVINn Burcge




User training

* Based upon user feedback, we
are developing a user training
session for the use of Visual
Studio Code (VSQ).

 The focus of the session will be
both using VSC locally and
remotely through subMIT and
other MIT machines.

* Training planned for in Sept/
Oct once new graduate
students join.
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Conclusions

* SUbMIT has been actively engaging with the MKI & wider Physics
community, providing direct user support, onboarding of users, and
targeted training sessions.

* MKI's research activities are very suitable for subMIT's architecture.

 More community engagement is needed, but the future looks very
bright for MKI research on the subMIT facility.



