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Outline

•

• A puzzle in using precision theory to analyze LEP

•  determinations:  from LEP  todayαs →

Post LEP theory advances for e+e− → jets

• Future prospects (opportunities at FCC-ee)
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Importance of αs

• Key parameter for collider physics (MC, FO, resum., …)
• Important for determining other SM parameters (e.weak, , …)mt

• Plays a role in search for new physics ( , coupling unif., …)b → sγ

PDG 2023
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Table 1: World summary of measurements of αs (status of April 2006): DIS = deep inelastic scattering;
GLS-SR = Gross-Llewellyn-Smith sum rule; Bj-SR = Bjorken sum rule; (N)NLO = (next-to-)next-to-
leading order perturbation theory; LGT = lattice gauge theory; resum. = resummed NLO. New or
updated entries since the review of 2004 [69] are underlined.

Q ∆αs(MZ0)

Process [GeV] αs(Q) αs(MZ0) exp. theor. Theory refs.

DIS [pol. SF] 0.7 - 8 0.113 + 0.010
− 0.008 ±0.004 +0.009

−0.006 NLO [76]
DIS [Bj-SR] 1.58 0.375 + 0.062

− 0.081 0.121 + 0.005
− 0.009 – – NNLO [77]

DIS [GLS-SR] 1.73 0.280 + 0.070
− 0.068 0.112 + 0.009

− 0.012
+0.008
−0.010 0.005 NNLO [78]

τ -decays 1.78 0.345 ± 0.010 0.1215 ± 0.0012 0.0004 0.0011 NNLO [70]

DIS [ν; xF3] 2.8 - 11 0.119 + 0.007
− 0.006 0.005 +0.005

−0.003 NNLO [79]
DIS [e/µ; F2] 2 - 15 0.1166 ± 0.0022 0.0009 0.0020 NNLO [80, 81]
DIS [e-p → jets] 6 - 100 0.1186 ± 0.0051 0.0011 0.0050 NLO [67]

Υ decays 4.75 0.217 ± 0.021 0.118 ± 0.006 – – NNLO [82]
QQ states 7.5 0.1886 ± 0.0032 0.1170 ± 0.0012 0.0000 0.0012 LGT [73]

e+e− [Fγ
2 ] 1.4 - 28 0.1198 + 0.0044

− 0.0054 0.0028 + 0.0034
− 0.0046 NLO [83]

e+e− [σhad] 10.52 0.20 ± 0.06 0.130 + 0.021
− 0.029

+ 0.021
− 0.029 0.002 NNLO [84]

e+e− [jets & shps] 14.0 0.170 + 0.021
− 0.017 0.120 + 0.010

− 0.008 0.002 +0.009
−0.008 resum [85]

e+e− [jets & shps] 22.0 0.151 + 0.015
− 0.013 0.118 + 0.009

− 0.008 0.003 +0.009
−0.007 resum [85]

e+e− [jets & shps] 35.0 0.145 + 0.012
− 0.007 0.123 + 0.008

− 0.006 0.002 +0.008
−0.005 resum [85]

e+e− [σhad] 42.4 0.144 ± 0.029 0.126 ± 0.022 0.022 0.002 NNLO [86, 32]
e+e− [jets & shps] 44.0 0.139 + 0.011

− 0.008 0.123 + 0.008
− 0.006 0.003 +0.007

−0.005 resum [85]
e+e− [jets & shps] 58.0 0.132 ± 0.008 0.123 ± 0.007 0.003 0.007 resum [87]

pp̄ → bb̄X 20.0 0.145 + 0.018
− 0.019 0.113 ± 0.011 + 0.007

− 0.006
+ 0.008
− 0.009 NLO [88]

pp̄, pp → γX 24.3 0.135 + 0.012
− 0.008 0.110 + 0.008

− 0.005 0.004 + 0.007
− 0.003 NLO [89]

σ(pp̄ → jets) 40 - 250 0.118 ± 0.012 + 0.008
− 0.010

+ 0.009
− 0.008 NLO [90]

e+e− Γ(Z → had) 91.2 0.1226+ 0.0058
− 0.0038 0.1226+ 0.0058

− 0.0038 ±0.0038 +0.0043
−0.0005 NNLO [91]

e+e− 4-jet rate 91.2 0.1176 ± 0.0022 0.1176 ± 0.0022 0.0010 0.0020 NLO [92]
e+e− [jets & shps] 91.2 0.121 ± 0.006 0.121 ± 0.006 0.001 0.006 resum [32]
e+e− [jets & shps] 133 0.113 ± 0.008 0.120 ± 0.007 0.003 0.006 resum [32]

e+e− [jets & shps] 161 0.109 ± 0.007 0.118 ± 0.008 0.005 0.006 resum [32]
e+e− [jets & shps] 172 0.104 ± 0.007 0.114 ± 0.008 0.005 0.006 resum [32]

e+e− [jets & shps] 183 0.109 ± 0.005 0.121 ± 0.006 0.002 0.005 resum [32]
e+e− [jets & shps] 189 0.109 ± 0.004 0.121 ± 0.005 0.001 0.005 resum [32]

e+e− [jets & shps] 195 0.109 ± 0.005 0.122 ± 0.006 0.001 0.006 resum [81]
e+e− [jets & shps] 201 0.110 ± 0.005 0.124 ± 0.006 0.002 0.006 resum [81]
e+e− [jets & shps] 206 0.110 ± 0.005 0.124 ± 0.006 0.001 0.006 resum [81]
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τ
electroweak

jets*
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e+e� � jets
QJets are directly sensitive to  αs

Probed by event shapes (thrust, heavy-jet mass, C, …) ⌧ =
X

i

⌧i

7

(e+e� ! qq̄g, . . .)



In the period 2005-2015 the theoretical description of event shapes 
, got boosteddσ/dτ

 

• Fixed-order predictions @    `07-`09 (Gehrmann-De Ridder et.al.; Weinzierl)

• Resummation at  (SCET) `08-15 (Becher, Schwartz, Chien, Hoang, Mateu, IS, …)

• Dijet power corrections with operators `07  (Lee, Sterman)

• Renormalon free power correction scheme `08  (Hoang, IS)

α3
s

N3LL
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α3
s

N3LL

This motivated carrying out Global Fits to  data at various c.m.(Q) 
to obtain 

e+e−

αs(mZ)

• Thrust  (Abbate,Fickinger, Hoang, Mateu, IS  2011;  Gehrmann, Luisoni, Monni  2013)

• Thrust moments (Abbate et.al. 2012)

• C-parameter (Hoang, Kolodrubetz, Mateu, IS 2015)

• Moments to many event-shapes (Gehrmann, Jaquier, Luisoni 2010)

e+e� � jets
QJets are directly sensitive to  αs

Probed by event shapes (thrust, heavy-jet mass, C, …) ⌧ =
X

i

⌧i
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Experimental data
Experiment Values of the center of mass energy Q

LEP

SLAC

DESY

KEK

Standard dataset:      35 GeV  Q  

       

      487 bins

≤
6 GeV

Q
≤ τ ≤ 0.33

Correlations treated in minimal overlap model

GeV

Mateu,  
Rodrigo ‘13

Miguel Benitez-Rathgeb - alphas-2024: Workshop in precision measurements of the QCD coupling constant, 5 February – 9 February 2024                            8

Experimental data (eg. thrust fit)
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Precision  Jet Puzzlee+e−

Although  was obtained with high accuracy, the central values are 
uncomfortably small (compared to world average) 

αs

Low values confirmed by 2023 analysis  (Bell, Lee, Makris, Talbert, Yan)
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Jets in  with QFT e+e−
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Figure 9: IS: [writeout singular and nonsingular in legend. Add “Fixed Order terms at

O(↵3
s)” as title, which can be within the square.] Components of the pure fixed-order cross

section for Q = mZ . No model is implemented in this case, neither are resummation e↵ects

included. The red dots correspond to the absolute value of the nonsingular contributions

at ⌧ = 0.1 and 0.2. The red numbers above denote the corresponding relative contribution

to the total cross section at this value of ⌧ .

the total cross section individually. To facilitate the discussion, we also switch resummation

o↵ and consider the cross section at O(↵3
s). The behavior of the individual contributions

is shown in Fig. 9, where we display the absolute value of the normalized singular and

nonsingular contributions to the total cross section as a function of thrust. The red dots

in the nonsingular contributions highlight the fact that at ⌧ = 0.1 the singular overly

dominates and therefore the dijet description is perfectly valid. Furthermore, we see that

even at ⌧ = 0.2 the relative contribution of the nonsingular terms to the total cross section

is only 25%, suggesting that although at this point we are already in the intermediate

region between dijet and 3-jet, the dijet still dominates numerically.

6 Input for an updated ↵s analysis

The previous arguments imply that the qq̄ + g final state can only be considered as a true

3-jet configuration if ⌧ is for sure larger than 0.225[0.17]. The dijet region is located safely

within ⌧ < 0.11 for any Q. The region 0.11 < ⌧ < 0.225[0.17] is an intermediate region,

where likely there is an interpolation between the dijet treatment and a 3-jet treatment.

The proper theoretical understanding on the region is currently still unknown. It is also

important to state that the power corrections related to the dijet and the 3-jet region are

having an entirely di↵erent operator structure, so that it is not at all clear whether such an

interpolation can be constructed in an unambiguous manner. For an update we therefore

proceed as follows:

• We assume that the deviations from the dijet treatment of the power correction can

be parametrized by a function ⇣̄(⌧) following the idea of NZ, but restricting ⌧ < 0.15.

For ⌧ < 0.11 we assume a constant ⇣̄(⌧) function as required by the dijet factorization.
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Why a global fit (many Q1s)
We fit for �1 & �s(mZ) simultaneously. Strong degeneracy lifted by many Q<s.

Power correction needed with 20% 
accuracy to get �s at the 1% level

Two fit parameters {αs, Ω1}
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FIG. 9: Theory scan for errors in pure QCD with massless quarks. The panels are a) fixed-order, b) resummation with no
nonperturbative function, c) resummation with a nonperturbative function using the MS scheme for Ω̄1 without renormalon
subtraction, d) resummation with a nonperturbative function using the R-gap scheme for Ω1 with renormalon subtraction.

caption of Tab. II. Furthermore, we always consider five
active flavors in the running and do not implement bot-
tom threshold corrections, since our lowest scale in the
profile functions (the soft scale µS) is never smaller than
6 GeV in the tail where we perform our fit.

In Fig. 9 we display the normalized thrust distribution
in the tail thrust range 0.15 < τ < 0.30 at the differ-
ent orders taking αs(mZ) = 0.114 and Ω1(R∆, µ∆) =
0.35 GeV as reference values, and neglectingmb and QED
corrections. We display the case Q = mZ where the
experimental measurements from LEP-I have the small-
est statistical uncertainties. The qualitative behavior of
the results agrees with other c.m. energies. The colored
bands represent the theoretical errors of the predictions
at the respective orders, which have been determined by
the scan method described in Sec. VI.

In Fig. 9a we show the O(αs) (light/yellow), O(α2
s)

(medium/purple) and O(α3
s) (dark/red) fixed-order

thrust distributions without summation of large loga-
rithms. The common renormalization scale is chosen
to be the hard scale µH . In the fixed-order results the
higher order corrections are quite large and our error es-
timation obviously underestimates the theoretical uncer-
tainty of the fixed-order predictions. This panel including
the error bands is very similar to the analogous figures
in Refs. [4] and [6]. This emphasizes the importance of
summing large logarithms.

In Fig. 9b the fully resummed thrust distributions at
NLL′ (yellow), NNLL (green), NNLL′ (purple), N3LL
(blue) and N3LL′ (red) order are shown, but without
implementing the soft nonperturbative function Smod

τ or
the renormalon subtractions related to the R-gap scheme.
The yellow NLL′ error band is mostly covered by the
green NNLL order band, and similarly the purple NNLL′
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FIG. 9: Theory scan for errors in pure QCD with massless quarks. The panels are a) fixed-order, b) resummation with no
nonperturbative function, c) resummation with a nonperturbative function using the MS scheme for Ω̄1 without renormalon
subtraction, d) resummation with a nonperturbative function using the R-gap scheme for Ω1 with renormalon subtraction.

caption of Tab. II. Furthermore, we always consider five
active flavors in the running and do not implement bot-
tom threshold corrections, since our lowest scale in the
profile functions (the soft scale µS) is never smaller than
6 GeV in the tail where we perform our fit.
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ent orders taking αs(mZ) = 0.114 and Ω1(R∆, µ∆) =
0.35 GeV as reference values, and neglectingmb and QED
corrections. We display the case Q = mZ where the
experimental measurements from LEP-I have the small-
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the results agrees with other c.m. energies. The colored
bands represent the theoretical errors of the predictions
at the respective orders, which have been determined by
the scan method described in Sec. VI.
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(medium/purple) and O(α3
s) (dark/red) fixed-order

thrust distributions without summation of large loga-
rithms. The common renormalization scale is chosen
to be the hard scale µH . In the fixed-order results the
higher order corrections are quite large and our error es-
timation obviously underestimates the theoretical uncer-
tainty of the fixed-order predictions. This panel including
the error bands is very similar to the analogous figures
in Refs. [4] and [6]. This emphasizes the importance of
summing large logarithms.

In Fig. 9b the fully resummed thrust distributions at
NLL′ (yellow), NNLL (green), NNLL′ (purple), N3LL
(blue) and N3LL′ (red) order are shown, but without
implementing the soft nonperturbative function Smod
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the renormalon subtractions related to the R-gap scheme.
The yellow NLL′ error band is mostly covered by the
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FIG. 9: Theory scan for errors in pure QCD with massless quarks. The panels are a) fixed-order, b) resummation with no
nonperturbative function, c) resummation with a nonperturbative function using the MS scheme for Ω̄1 without renormalon
subtraction, d) resummation with a nonperturbative function using the R-gap scheme for Ω1 with renormalon subtraction.

caption of Tab. II. Furthermore, we always consider five
active flavors in the running and do not implement bot-
tom threshold corrections, since our lowest scale in the
profile functions (the soft scale µS) is never smaller than
6 GeV in the tail where we perform our fit.

In Fig. 9 we display the normalized thrust distribution
in the tail thrust range 0.15 < τ < 0.30 at the differ-
ent orders taking αs(mZ) = 0.114 and Ω1(R∆, µ∆) =
0.35 GeV as reference values, and neglectingmb and QED
corrections. We display the case Q = mZ where the
experimental measurements from LEP-I have the small-
est statistical uncertainties. The qualitative behavior of
the results agrees with other c.m. energies. The colored
bands represent the theoretical errors of the predictions
at the respective orders, which have been determined by
the scan method described in Sec. VI.

In Fig. 9a we show the O(αs) (light/yellow), O(α2
s)

(medium/purple) and O(α3
s) (dark/red) fixed-order

thrust distributions without summation of large loga-
rithms. The common renormalization scale is chosen
to be the hard scale µH . In the fixed-order results the
higher order corrections are quite large and our error es-
timation obviously underestimates the theoretical uncer-
tainty of the fixed-order predictions. This panel including
the error bands is very similar to the analogous figures
in Refs. [4] and [6]. This emphasizes the importance of
summing large logarithms.

In Fig. 9b the fully resummed thrust distributions at
NLL′ (yellow), NNLL (green), NNLL′ (purple), N3LL
(blue) and N3LL′ (red) order are shown, but without
implementing the soft nonperturbative function Smod
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the renormalon subtractions related to the R-gap scheme.
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FIG. 9: Theory scan for errors in pure QCD with massless quarks. The panels are a) fixed-order, b) resummation with no
nonperturbative function, c) resummation with a nonperturbative function using the MS scheme for Ω̄1 without renormalon
subtraction, d) resummation with a nonperturbative function using the R-gap scheme for Ω1 with renormalon subtraction.
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tom threshold corrections, since our lowest scale in the
profile functions (the soft scale µS) is never smaller than
6 GeV in the tail where we perform our fit.

In Fig. 9 we display the normalized thrust distribution
in the tail thrust range 0.15 < τ < 0.30 at the differ-
ent orders taking αs(mZ) = 0.114 and Ω1(R∆, µ∆) =
0.35 GeV as reference values, and neglectingmb and QED
corrections. We display the case Q = mZ where the
experimental measurements from LEP-I have the small-
est statistical uncertainties. The qualitative behavior of
the results agrees with other c.m. energies. The colored
bands represent the theoretical errors of the predictions
at the respective orders, which have been determined by
the scan method described in Sec. VI.
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s) (dark/red) fixed-order

thrust distributions without summation of large loga-
rithms. The common renormalization scale is chosen
to be the hard scale µH . In the fixed-order results the
higher order corrections are quite large and our error es-
timation obviously underestimates the theoretical uncer-
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FIG. 11: Distribution of best fit points in the αs(mZ)-2Ω1 and αs(mZ)-2Ω̄1 planes. Panel (a) shows results including pertur-
bation theory, resummation of the logs, the soft nonperturbative function and Ω1 defined in the R-gap scheme with renormalon
subtractions. Panel (b) shows the results as in panel a, but with Ω̄1 defined in the MS scheme without renormalon subtractions.
In both panels the respective total (experimental+theoretical) 39% CL standard error ellipses are displayed (thick dark red
lines), which correspond to 1-sigma (68% CL) for either one-dimensional projection.
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FIG. 12: Distribution of best fit points in the αs(mZ)-χ
2/dof plane. Panel (a) shows the χ2/dof values of the points given in

Fig. 11a. Panel (b) shows the χ2/dof values of the points given in Fig. 11b.

respective areas according to the orders. The fit results
clearly show a substantial reduction of the theoretical
uncertainties with increasing orders. Explicit numerical
results for the respective central values (determined by
the mean of the respective maximal and minimal values)

and the theory errors (determined by half of the differ-
ence between maximal and minimal values) for αs and
Ω1 are given in Tabs. IV and V, respectively. We will
consider these theory errors as 1-sigma. At N3LL′ or-
der with Ω1 in the R-gap scheme the theory error for
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FIG. 12: Distribution of best fit points in the αs(mZ)-χ
2/dof plane. Panel (a) shows the χ2/dof values of the points given in

Fig. 11a. Panel (b) shows the χ2/dof values of the points given in Fig. 11b.

respective areas according to the orders. The fit results
clearly show a substantial reduction of the theoretical
uncertainties with increasing orders. Explicit numerical
results for the respective central values (determined by
the mean of the respective maximal and minimal values)

and the theory errors (determined by half of the differ-
ence between maximal and minimal values) for αs and
Ω1 are given in Tabs. IV and V, respectively. We will
consider these theory errors as 1-sigma. At N3LL′ or-
der with Ω1 in the R-gap scheme the theory error for
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! Resummation at N3LL

! Multijet boundary condition

! Power correction, in a scheme free 
of the O(�QCD) renormalon

2 440 0.91
dof 485
�

� �

Power correction has expected impact: 
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26

order Ω̄1 (MS) Ω1 (R-gap)

NLL′ 0.264 ± 0.213 0.293 ± 0.203

NNLL 0.256 ± 0.197 0.276 ± 0.155

NNLL′ 0.283 ± 0.097 0.316 ± 0.072

N3LL 0.274 ± 0.098 0.313 ± 0.071

N3LL′ (full) 0.252 ± 0.069 0.323± 0.045

N3LL′
(QCD+mb) 0.238 ± 0.070 0.310 ± 0.049

N3LL′
(pure QCD) 0.254 ± 0.070 0.332 ± 0.045

TABLE V: Theory errors from the parameter scan and cen-
tral values for Ω1 defined at the reference scales R∆ = µ∆ =
2 GeV in units of GeV at various orders. The N3LL′ value
above the horizontal line is our final scan result, while the
N3LL′ values below the horizontal line show the effect of leav-
ing out the QED corrections, and leaving out both the b-mass
and QED respectively. The central values are the average of
the maximal and minimal values reached from the scan.
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for & �

FIG. 13: Thrust distribution at N3LL′ order and Q = mZ

including QED and mb corrections using the best fit values
for αs(mZ) and Ω1 in the R-gap scheme given in Eq. (66). The
pink band represents the perturbative error determined from
the scan method described in Sec. VI. Data from DELPHI,
ALEPH, OPAL, L3, and SLD are also shown.

method. The fit result is shown in comparison with data
from DELPHI, ALEPH, OPAL, L3, and SLD, and agrees
very well. (Note that the theory values displayed are
actually binned according to the ALEPH data set and
then joined by a smooth interpolation.)

Band Method

It is useful to compare our scan method to determine the
perturbative errors with the error band method [26] that
was employed in the analyses of Refs. [20, 22, 25]. In the
error band method first each theory parameter is varied
separately in the respective ranges specified in Tab. III
while the rest are kept fixed at their default values. The
resulting envelope of all these separate variations with
the fit parameters αs(mZ) and Ω1 held at their best fit

Band Band Our scan
method 1 method 2 method

N3LL′ with ΩRgap
1 0.0004 0.0008 0.0009

N3LL′ with Ω̄MS
1 0.0016 0.0019 0.0021

N3LL′ without Smod
τ 0.0018 0.0021 0.0034

O(α3
s) fixed-order 0.0018 0.0026 0.0046

TABLE VI: Theoretical uncertainties for αs(mZ) obtained at
N3LL′ order from two versions of the error band method, and
from our theory scan method. The uncertainties in the R-gap
scheme (first line) include renormalon subtractions, while the
ones in the MS scheme (second line) do not and are therefore
larger. The same uncertainties are obtained in the analysis
without nonperturbative function (third line). Larger uncer-
tainties are obtained from a pure O(α3

s) fixed-order analysis
(lowest line). Our theory scan method is more conservative
than the error band method.

values determines the error bands for the thrust distri-
bution at the different Q values. Then, the perturbative
error is determined by varying αs(mZ) keeping all the-
ory parameters to their default values and the value of
the moment Ω1 to its best fit value. The resulting per-
turbative errors of αs(mZ) for our full N3LL′ analysis in
the R-gap scheme are given in the first line of Tab. VI.
In the second line the corresponding errors for αs(mZ)
in the MS scheme for Ω̄1 are displayed. The left column
gives the error when the band method is applied such
that the αs(mZ) variation leads to curves strictly inside
the error bands for all Q values. For this method it turns
out that the band for the highest Q value is the most
restrictive and sets the size of the error. The resulting
error for the N3LL′ analysis in the R-gap scheme is more
than a factor of two smaller than the error obtained from
our theory scan method, which is shown in the right col-
umn. Since the high Q data has a much lower statistical
weight than the data from Q = mZ , we do not consider
this method to be sufficiently conservative and conclude
that it should not be used. The middle column gives the
perturbative error when the band method is applied such
that the αs(mZ) variation minimizes a χ2 function which
puts equal weight to all Q and thrust values. This sec-
ond band method is more conservative, and for the N3LL′

analyses in the R-gap and the MS schemes the resulting
errors are only 10% smaller than in the scan method that
we have adopted. The advantage of the scan method we
use is that the fit takes into account theory uncertainties
including correlations.

Effects of QED and the bottom mass

Given the high-precision we can achieve at N3LL′ or-
der in the R-gap scheme for Ω1, it is a useful exercise
to examine also the numerical impact of the corrections
arising from the nonzero bottom quark mass and the
QED corrections. In Fig. 14 the distributions of the best
fit points in the αs-2Ω1 plane at N3LL′ in the R-gap
scheme is displayed for pure massless QCD (light green

Q = mZ

+ agreement for many other Q’s
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Thrust vs. C-parameter

Consistency checks

Thrust vs. thrust moments

Agreement beyond the fit region 31
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FIG. 18: Thrust distributions in the far-tail region at N3LL′

order with QED and mb corrections included at Q = mZ to-
gether with data from ALEPH. The red solid line is the cross
section in the R-gap scheme using αs(mZ) and Ω1 obtained
from fits using our full code, see Eq. (68). The light red band
is the perturbative uncertainty obtained from the theory scan
method. The red dashed line shows the distribution with the
same αs but without power corrections. The light solid blue
line shows the result of a full N3LL′ fit with the BS profile
that does not properly treat the multijet thresholds. The
short dashed green line shows predictions at N3LL′ with the
BS profile, without power corrections, and with the value of
αs(mZ) obtained from the fit in Ref. [20]. All theory results
are binned in the same manner as the experimental data, and
then connected by lines.

of our theoretical result in Eq. (4) that are important in
this far-tail region are i) the nonperturbative correction
from Ω1, and ii) the merging of µS(τ), µJ(τ), and µH

toward µS = µJ = µH at τ = 0.5 in the profile func-
tions, which properly treats the cancellations occurring
at multijet thresholds. To illustrate the importance of
Ω1 we show the long-dashed red line in Fig. 18 which has
the same value of αs(mZ), but turns off the nonpertur-
bative corrections. To illustrate the importance of the
treatment of multijet thresholds in our profile function,
we take the BS profile which does not account for the
thresholds (the BS profile is defined and discussed below
in Sec. IX), and use the smaller αs(mZ) and larger Ω1

that are obtained from the global fit in this case. The
result is shown by the solid light blue line in Fig. 18,
which begins to deviate from the data for τ > 0.36 and
gives a cross section that does not fall to zero at τ = 0.5.
The fact that αs(mZ) is smaller by 0.0034 for the light
blue line, relative to the solid red line, indicates that the
proper theoretical description of the cross section in the
far-tail region has an important impact on the fit done
in the tail region. The final curve shown in Fig. 18 is the
short-dashed green line, which is the result at the level
of precision of the analysis by Becher and Schwartz in
Ref. [20]. It uses the BS profile, has no power correc-
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0
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15
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( =.1135,  =.324 GeV) 

N LL3 ’ results

Q=mZ

FIG. 19: Thrust cross section for the result of the N3LL′ fit,
with QED and mb corrections included at Q = mZ . The
red solid line is the cross section in the R-gap scheme using
αs(mZ) and Ω1 obtained from fits using our full code, see
Eq. (68). The red dashed line shows the distribution with the
same αs but without power corrections. The short-dashed
green line shows predictions at N3LL′ with the BS profile,
without power corrections, and with the value of αs(mZ) ob-
tained from the fit in Ref. [20]. Data from ALEPH, DELPHI,
L3, SLD, and OPAL are also shown.

tions, and has the value of αs obtained from the fit in
Ref. [20]. It also misses the Q = mZ data in this re-
gion. The results of other O(α3

s) thrust analyses, such as
Davison and Webber [23] and Dissertori et al. [22, 25],
significantly undershoot the data in this far-tail region.15

To the best of our knowledge, the theoretical cross sec-
tion presented here is the first to obtain predictions in
this far-tail region that agree with the data. Note that
our analysis does include some O(αk

sΛQCD/Q) power cor-
rections through the use of Eq. (24). It does not account
for the full set of O(αsΛQCD/Q) power corrections as
indicated in Eq. (4) (see also Tab. IIb), but the agree-
ment with the experimental data seems to indicate that
missing power corrections may be smaller than expected.

Unbinned predictions for the thrust cross section at
Q = mZ in the peak region are shown in Fig. 19. The
green dashed curve shows the result at the level of pre-
cision in Becher and Schwartz, that is N3LL′, with the
BS profile, without power corrections, and with the value
of αs(mZ) = 0.1172 obtained from their fit. This purely
perturbative result peaks to the left of the data. With
the smaller value of αs(mZ) obtained from our fit, the
result with no power corrections peaks even slightly fur-
ther to the left, as shown by the long-dashed red curve.
In contrast, the red solid curve shows the prediction from

15 See the top panel of Fig. 9 in Ref. [23], the top left panel of Fig. 4
in Ref. [22], and the left panel of Fig. 2 in Ref. [25].

QED & b-mass effects small

�↵s(mZ) = �0.0005

12

C. E↵ects of QED and the b-mass

The experimental correction procedures applied to the
AMY, JADE, SLC, DELPHI and OPAL data sets were
typically designed to eliminate initial state photon radi-
ation, while those of the TASSO, L3 and ALEPH collab-
orations eliminated initial and final state photon radia-
tion. It is straightforward to test for the e↵ect of these
di↵erences in the fits by using our theory code with QED
e↵ects turned on or o↵ depending on the data set. Using
our N3LL order code in the Rgap scheme we obtain the
central values ↵s(mZ) = 0.1143 and ⌦1 = 0.376 GeV.
Comparing to our default results given in Tabs. I and II,
which are based on the theory code were QED e↵ects are
included for all data sets, we see that the central value
for ↵s is larger by 0.0003 and the one for ⌦1 is smaller
by 0.001 GeV. This shift is substantially smaller than
our perturbative uncertainty. Hence our choice to use
the theory code with QED e↵ects included everywhere
as the default for our analysis does not cause an observ-
able bias regarding experiments which remove final state
photons.

By comparing the N3LL (pure massless QCD) and
N3LL (QCD+mb) entries in Tabs. I and II we see that in-
cluding finite b-mass corrections causes a very mild shift
of ' +0.0004 to ↵s(mZ), and a somewhat larger shift
of ' �0.033GeV to ⌦1. In both cases these shifts are
within the 1-� theory uncertainties. In the N3LL (pure
massless QCD) analysis the b-quark is treated as a mass-
less flavor, hence this analysis di↵ers from that done by
JADE [23] where primary b quarks were removed using
MC generators.

D. Final Results

As our final result for ↵s(mZ) and ⌦1, obtained at
N3LL order in the Rgap scheme for ⌦1(R�, µ�), includ-
ing bottom quark mass and QED corrections we obtain

↵s(mZ) = 0.1140 ± (0.0004)exp (34)

± (0.0013)hadr ± (0.0007)pert,

⌦1(R�, µ�) = 0.377 ± (0.013)exp

± (0.042)↵s(mZ) ± (0.039)pert GeV,

where R� = µ� = 2 GeV and we quote individual 1-�
uncertainties for each parameter. Here �2/dof = 1.33.
Eq. (34) is the main result of this work.

In Fig. 8 we show the first moment of the thrust dis-
tribution as a function of the center of mass energy Q,
including QED andmb corrections. We use here the best-
fit values given in Eq. (34). The band displays the theo-
retical uncertainty and has been determined with a scan
on the parameters included in our theory, as explained in
App. A. The fit result is shown in comparison with data
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FIG. 8: First moment of the thrust distribution as a func-
tion of the center of mass energy Q, using the best-fit values
for ↵s(mZ) and ⌦1 in the Rgap scheme as given in Eq. (34).
The blue band represents the perturbative uncertainty deter-
mined by our theory scan. Data is from ALEPH, OPAL, L3,
DELPHI, JADE, AMY and TASSO.
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FIG. 9: Comparison of ↵s(mZ) and ⌦1 determinations from
thrust first moment data (red upper right ellipses) and thrust
tail data (blue lower left ellipses). The plot corresponds to
fits with N3LL accuracy and in the Rgap scheme. The tail
fits are performed with our improved code which uses a new
nonsingular two-loop function, and the now known two-loop
soft function. Dashed lines correspond to theory uncertain-
ties, solid lines correspond to ��2 = 1 combined theoretical
and experimental error ellipses, and wide-dashed lines corre-
spond to ��2 = 2.3 combined error ellipses (corresponding
to 1-� uncertainty in two dimensions).

from ALEPH, OPAL, L3, DELPHI, JADE, AMY and
TASSO. Good agreement is observed for all Q values.
It is interesting to compare the result of this analysis
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What could be going on?



Issue 1:  Power corrections for 2-jets  versus 3-jets (Ω1) ( ≠ Ω1)
- perturbative dijet cross section dominates

3-jet power corrections in fit region?

- fit used dijet power correction for all τ

Luisoni, Monni, Salam (2021)•

Use dispersive model to “compute” power correction at C = 3/4 

Find within that model that:                                      (model has one NP param.)⌦2�jet
1 ' 2⌦3�jet

1

Note:  In QCD 3-jet configuration is described by operators with 6 Wilson lines 
  (generalizing the 4 lines for dijets), and hence ratio is non-perturbative too.
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Issue 1:  Power corrections for 2-jets  versus 3-jets (Ω1) ( ≠ Ω1)

Caola et.al.  (2022)•

Large  limit, probe power corrections with small gluon massβ0

d�

d⌧
=

d�̂

d⌧

⇣
⌧ � ⇣⌧ (⌧)2⌦1

Q

⌘

Note: method implicitly assumes 3-jets can
  always be resolved

Rapid change at small .  
Increases by 30% in fit region.

τ

- perturbative dijet cross section dominates

3-jet power corrections in fit region?

- fit used dijet power correction for all τ
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Issue 1:  Power corrections for 2-jets  versus 3-jets (Ω1) ( ≠ Ω1)

Nason, Zanderighi  (2023)•
Analysis using ALEPH at , various event shapesQ = mZ

Conclude that 3-jet power correction can
  lead to larger αs

Note:  Neglects resummation
            Does not correlate theory across data bins

Implements 3-jet  modelζ(τ)

- perturbative dijet cross section dominates

3-jet power corrections in fit region?

- fit used dijet power correction for all τ
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Issue 2:  Fit range  Benitez-Rathgeb, Hoang, Mateu, IS, Vita
    (work in progress)  (a) (b)
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Figure 6: IS: [Add titles in the figure panels so they can not be misinterpreted. Crop

better to remove whitespace? Consider aspect ratio=1 to have three figures fit in one

line?] Comparison of the stability of the fit results with respect to variations of the data

set. Only experimental ellipses are shown, which correspond to 39% confidence level in

two parameters. Fig. 6a depicts the results using the profile functions of Ref. [30], whereas

Fig. 6b utilizes the more canonical set of profile functions of Ref. [19]. In Fig. 6c the

outcome of the fits when using a pure fixed-order theoretical description (that is, when no

resummation is implemented) with shape function and renormalon subtractions is shown.

The intervals represent ⌧ range of a given dataset, being the reduced �̂
2 = �

2
/dof shown

as a superscript: [⌧min, ⌧max]�̂
2
.

Despite the fact that the fit range 6/Q  ⌧  0.15 encompasses mostly dijet events,

we need to estimate the impact coming from the deviation of the dijet treatment in the

intermediate region that is part of our fit range, ⌧ 2 [0.11, 0.15]. The way in which we

incorporate these e↵ects will be discussed extensively in Sec. 4.4.
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    use of improved 2015 theory leads to stability[τmin, τmax]χ2/dof

only expt.

uncertainties

only expt.

uncertainties

only expt.

uncertainties

Opens up the possibility of a fit that focuses on region that 

  is clearly dijet:  τ ∈ [6/Q, .15]
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αs = 0.1142 ± 0.0006pert ± 0.0009exp ± 0.0004had = 0.1142 ± 0.0012tot

Ω1 = 0.313 ± 0.033pert ± 0.030exp ± 0.018had = 0.313 ± 0.048tot

⟨ ⟩/dof = 0.86

From choosing the fit range [6/Q,0.15] we get 
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New default setup

In the 2010 analysis, the result (ignoring QED effects and considering a massless bottom quark) for the fit range 
[6/Q,0.33] gave

Ellipses contain both experimental and theoretical errors

Abbate, Fickinger, Hoang, Mateu, Stewart ‘10 

• Increased experimental uncertainty due to smaller fit region :[6/Q, .15]
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New default setup

In the 2010 analysis, the result (ignoring QED effects and considering a massless bottom quark) for the fit range 
[6/Q,0.33] gave

Ellipses contain both experimental and theoretical errors

Abbate, Fickinger, Hoang, Mateu, Stewart ‘10 
Compare to 2010 thrust fit ( , without QED corrections):[6/Q, .33]

Estimated size for 3-jet power corrections here ≃ 0.0004•
Puzzle remains
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↵s = 0.1140± 0.0008pert ± 0.0005exp+⌦1 ± 0.0001had = 0.1140± 0.0010tot

↵s = 0.1142± 0.0006pert ± 0.0009exp+⌦1 ± 0.0004 3jet = 0.1142± 0.0012tot



Issue 3:

At the time of LEP,  MC generators (used for calibration, 
 determining acceptances, resolution …) were much less sophisticated
 than those we have now.  
An analysis that updated this was done by JADE for thrust moments
  in 2009   (updating original 1998 )[23] [22]
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FIG. 10: Experimental data for the first moment of thrust.
The solid line corresponds to the result from the first row of
Tab. IV, and uses a fixed order code with power corrections in
a renormalon-free scheme, but no resummation (neither QED
nor bottom mass corrections).

Ref. [23]. If these two points are added to our default
dataset (which contains Q = 35 and 45 GeV as the lowest
Q results for M1) then we find ↵s(mZ) = 0.1155±0.0012
and ⌦1 = 0.361 ± 0.035GeV with �2/dof = 1.3. This
is compatible at 1-� with our final pure QCD result in
Tab. I. If we include the entire set of JADE data from
Ref. [23] instead of those from Ref. [22] then we find
↵s(mZ) = 0.1166 ± 0.0012 and ⌦1 = 0.306 ± 0.033GeV
with �2/dof = 1.6, very similar to the values observed
for the green lower ellipse in Fig. 11. Hence, overall the
fixed order analysis does not change the comparison of
fits with the two di↵erent JADE datasets.

VI. HIGHER MOMENT ANALYSIS

In this section we consider higher moments, Mn�2,
which have been measured experimentally up to n = 5.
From Eq. (21) we see that these moments have power
corrections / 1/Qk for k � 1. Since for the perturbative
moments we have M̂n/M̂n+1 ' 4–9, we estimate that
the 1/Q2 power corrections are suppressed by 9⇤QCD/Q
which varies from 1/8 to 1/44 for the Q-values in our
dataset, Q � 35GeV. Hence, for the analysis in this
section we can safely drop the 1/Q2 and higher power
corrections and use the form

Mn = M̂n +
2n⌦1

Q
M̂n�1 . (39)

By using our fit results for ↵s(mZ) and ⌦1 from
Eq. (34) we can directly make predictions for the mo-
ments M2,3,4,5. This tests how well the theory does at

calculating the perturbative contributions M̂2,3,4,5. The
results for these moments are shown in Fig. 12 and cor-
respond to �2/dof = 1.3, 2.5, 0.8, 1.1 for n = 2, 3, 4, 5 re-

0.108 0.112 0.116 0.120

0.4

0.6

0.8

1.0

1.2

asHmZL

2W1
HGeVL

with JADE @22D
c2

dof = 1.33

with JADE @23D
c2

dof = 1.57

all but JADE

c2

dof = 1.34

FIG. 11: Fit results when using ALEPH, DELPHI, OPAL, L3,
AMY, TASSO, but no JADE data (upper blue ellipse), when
also including JADE data from Ref. [22] (red central ellipse)
[ our default data set ], and when instead including the JADE
data from Ref. [23] (green lower ellipse). The ellipses here
correspond to 1-� for two parameters (68% CL).

spectively, indicating that our formalism does quite well
at reproducing these moments. The larger �2/dof for
n = 3 is related to a quite significant spread in the ex-
perimental data for this moment at Q & 190GeV. Note
that we also see that the relation Mn/Mn+1 ' 4–9 is
satisfied by the experimental moments.
An alternate way to test the higher moments is to

perform a fit to this data. Since we have excluded the
new JADE data in Ref. [23], we do not have a signifi-
cant dataset at smaller Q values for the higher moments.
With our higher moment dataset the degeneracy between
↵s(mZ) and ⌦1 is not broken for n � 2, and one finds
very large experimental errors for a two-parameter fit al-
ready at n = 2. However we can still fit for ↵s(mZ) from
data for each individual Mn�2 by fixing the value of ⌦1

to the best fit value in Eq. (34) from our fit to M1. For
this exercise we use our full N3LL+O(↵3

s
) code, but with

QED and mass e↵ects turned o↵. The outcome is shown
in Fig. 13 and Tab. VI. We find only a little dependence
of ↵s on n, and all values are compatible with the fit to
the first moment within less than 1-�. This again con-
firms that our value for ⌦1 and perturbative predictions
for M̂n�2 are consistent with the higher moment data.
In Ref. [48] a two-parameter fit to higher thrust mo-

ments was carried out using OPAL data and the latest
low energy JADE data. For n = 2 to n = 5 the results
increase linearly from ↵s(mZ) = 0.1202 ± (0.0018)exp ±

(0.0046)th to ↵s(mZ) = 0.1294± (0.0027)exp± (0.0070)th
respectively, and the weighted average for the first five
moments of thrust is ↵s(mZ) = 0.1208 ± 0.0018exp ±
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spectively, indicating that our formalism does quite well
at reproducing these moments. The larger �2/dof for
n = 3 is related to a quite significant spread in the ex-
perimental data for this moment at Q & 190GeV. Note
that we also see that the relation Mn/Mn+1 ' 4–9 is
satisfied by the experimental moments.
An alternate way to test the higher moments is to

perform a fit to this data. Since we have excluded the
new JADE data in Ref. [23], we do not have a signifi-
cant dataset at smaller Q values for the higher moments.
With our higher moment dataset the degeneracy between
↵s(mZ) and ⌦1 is not broken for n � 2, and one finds
very large experimental errors for a two-parameter fit al-
ready at n = 2. However we can still fit for ↵s(mZ) from
data for each individual Mn�2 by fixing the value of ⌦1

to the best fit value in Eq. (34) from our fit to M1. For
this exercise we use our full N3LL+O(↵3

s
) code, but with

QED and mass e↵ects turned o↵. The outcome is shown
in Fig. 13 and Tab. VI. We find only a little dependence
of ↵s on n, and all values are compatible with the fit to
the first moment within less than 1-�. This again con-
firms that our value for ⌦1 and perturbative predictions
for M̂n�2 are consistent with the higher moment data.
In Ref. [48] a two-parameter fit to higher thrust mo-

ments was carried out using OPAL data and the latest
low energy JADE data. For n = 2 to n = 5 the results
increase linearly from ↵s(mZ) = 0.1202 ± (0.0018)exp ±

(0.0046)th to ↵s(mZ) = 0.1294± (0.0027)exp± (0.0070)th
respectively, and the weighted average for the first five
moments of thrust is ↵s(mZ) = 0.1208 ± 0.0018exp ±

Worth reconsidering systematics. 
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Summary & Outlook
�s(mZ)

•

from  jets, looking forward to the next  collidere+e− e+e−

Theory wish list

Analyses with more observables (heavy-jet mass, EECs, …), and 
  combined observables while including all theory correlations

• More rigorous treatment of 3-jet power corrections is crucial 
  (including transition to 2-jet)

• Subleading power resummation, extension to , …N4LL

Experimental wish list

• More kinematic info:  multi-differential distributions, jet substructure, …

• Full correlation matrices

• Impact of using modern Monte Carlo generators when comparing to LEP

Synergy! 
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